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Abstract: In this work, an application of the modified minsadbed (minimizing sum of absolute 
differences between deviations) approach for a fuzzy environment is given. This type of 
regression was used for a statistical model with two real parameters and experimental 
observations which implies real numbers (see Arthanary and Dodge2). We develop minsadbed 
to minsadbesd (minimizing sum of absolute differences between squared deviations) which is 
more suitable for our model on vague sets. The models on fuzzy sets are described by Ming, 
Friedman and Kandel3; these authors estimate the parameters pre-eminently using least 
squares. We make an attempt for another method, as in the following writing. 
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1. The minsadbesd approach 
 

Consider the model composed by  observations  which are put in the forms n ii YX ,

( ) ( )],[ rXrX ii , ( ) ( )],[ rYrY ii  where ( )rX i , ( )rX i , ( )rYi , ( )rYi  are real functions defined on 

closed interval [  (see Goetschel&Voxman]1,0 4, Ming, Friedman and Kandel 5). The model is 

approximately described by a regression line given by the equation 

, ( ) . We put the additional conditions that the line pass through the 

point 

bXaY += ∗×∈ RRba,

M  of form ( ) ( )( rMrM YX , ) , where ( ) ( ) == rMrM XX const. R∈ , 

( ) ( ) == rMrM YY const. R∈ . Thus we have the initial relation XY MbaM += . For the 

inputs  the distance between an observed value  and the corresponding 

theoretical value 

niXi ...,1, = iY

ii bXaY +=  is6:  
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( ) ( )( ) ( ) ( )( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−++−+= ∫ ∫

1

0

1

0

22 drrYrXbadrrYrXbaD iiiii  if  0>b

and 

( ) ( )( ) ( ) ( )( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−++−+= ∫ ∫

1

0

1

0

22
drrYrXbadrrYrXbad iiiii  if  0<b . 

 
Case 1: . 0>b

In this case we solve the problem under the assumption that . 0>b
The minsadbesd algorithm lead us to solve the problem 

( ) ∑
<×∈

−
+ ji

ji
RRba

DD 22
, *
min   (1.1) 

or 

( )
( ) ( )( ) ( ) ( )( ) −−++−+ ∫∑ ∫

<×∈ +

1

0

2
1

0

2

, *
min drrYrXbadrrYrXba ii

ji
ii

RRba

( ) ( )( ) ( )( )∫ ∫ −+−−+−
1

0

1

0

22 drrYXbadrrYrXba jjjj   (1.2) 

For all ji < , , we make the substitutions: nji ,...,1, =

( ) ( ) ( )
( ) ( ) ( )⎩

⎨
⎧

−=
−=

rMrYrq
rMrXrp

Yii

Xii
 , 

( ) ( ) ( )
( ) ( ) ( )⎩

⎨
⎧

−=
−=

rMrYrQ
rMrXrP

Yii

Xii , 

( ) ( ) ( )
( ) ( ) ( )⎪⎩

⎪
⎨
⎧

−=
−=

rMrYrq
rMrXrp

Yjj

Xjj
, 

( ) ( ) ( )
( ) ( ) ( )⎪⎩

⎪
⎨
⎧

−=
−=

rMrYrQ
rMrXrP

Yjj

Xjj . 

Thus (1.2) is equivalent to 

( ) ( ) ( ) ( )( ) −−−+∑ ∫
<∈ +

drrPrprPrpb
ji

jjii
Rb

1

0

22222
*

min  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) +−−+− ∫
1

0

2 drrQrPrqrprQrPrqrpb jjjjiiii  

( ) ( ) ( ) ( )( )∫ −−++
1

0

2222 drrQrqrQrq jjii   (1.3) 

or 

ijij
ji

ij
Rb

cbbba ++∑
<∈ +

2
*

min   (1.4) 

where  

( ) ( ) ( ) ( )( )drrPrprPrpa jjiiij ∫ −−+=
1

0

2222 ,  , ( ) ( ) ( ) ( )( )drrQrqrQrqc jjiiij ∫ −−+=
1

0

2222

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )drrQrPrqrprQrPrqrpb jjjjiiiiij ∫ −−+−=
1

0

2 . 
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Let ( ) ijijijij cbbbabf ++= 2 .  For function , we have 

.  

ijijij cbbba ++2

ijijijij cab 42 −=Δ

The sign of the discriminant is unknown. We have four cases which depends on 

signs of ; consequently, the graph of ijija Δ, ( )bfij  has one of the forms shown in Fig. 1-4. 

 
Case 1.1.  

The “easy” case appears when all the discriminants are negative, 

namely . In this situation the functions have the forms shown in Fig. 3 or 

Fig. 4. 

niij ,...,1,0 =∀≤Δ

The problem (1.4) is equivalent to 

[ ] =++
+∈

CBbAb
Rb

2
*

min  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
++⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
∑
<∈ +

CBbba
ji

ij
Rb

2
*

min  (1.5) 

where ∑
<

±=
ji

ijbB  ( this writing means that some of  the terms are positively and the 

others are negatively, depending on the concrete signs of ) and ija ∑
<

±=
ji

ijcC . 

The unique minimizing point for the function ( ) CBbAbbu ++= 2  (see also Fig. 5) 

is  

∑
<

−=

ji
ija

Bb
2

* . 

 
Case 1.2. 

ijΔ  have random signs. 

The graph of the continuous function ( )∑
<
=
ji

nji
ij bf

,1,

 is composed from small pieces 

which are parts from the functions given by the equations where  are 

real numbers with general form 

FEbDb ++2 FED ,,

∑
<

±=
ji

ijaD , ∑
<

±=
ji

ijbE , ∑
<

±=
ji

ijcF  (see Fig. 6). 

We consider the following sets: 
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≠=<−= 0,0/1 ijij
ij

ij bagiveswhichjiallfor
b
c

S , 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

>−≠<
−±−

= 04,0/
2

4
2

2

2 ijijijij
ij

ijijijij cabagiveswhichjiallfor
a

cabb
S , 

⎭
⎬
⎫

⎩
⎨
⎧ >≠−= 0,0/

23 DDallfor
D
ES . 

Thus the feasible set is and the problem (1.4) becomes U
3

1=

=
i

iSS ( )∑
<

∈
ji

ijSb
bfmin  

which is relatively easy to settle, as in Section 2.  
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Case 2: . 0<b

( ) ∑
<×∈

−
− ji

ji
RRba

dd 22
, *
min   (1.6) 

gives 

( )
( ) ( )( ) ( ) ( )( ) −−++−+ ∫∑ ∫

<×∈ −

1

0

2
1

0

2

, *
min drrYrXbadrrYrXba ii

ji
ii

RRba

( ) ( )( ) ( )( )∫ ∫ −+−−+−
1

0

1

0

22
drrYXbadrrYrXba jjjj   (1.7) 

The problem (1.7) is equivalent with 

( ) ( ) ( ) ( )( ) −−−+∑ ∫
<∈ −

drrPrprPrpb
ji

jjii
Rb

1

0

22222
*

min  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) +−−+− ∫
1

0

2 drrqrPrQrprqrPrQrpb jjjjiiii  

( ) ( ) ( ) ( )( )∫ −−++
1

0

2222 drrQrqrQrq jjii   (1.8) 

which becomes 

ijij
ji

ij
Rb

cbbba ++∑
<∈ −

'min 2
*

  (1.9) 

if  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )drrqrPrQrprqrPrQrpb jjjjiiiiij ∫ −−+−=
1

0

2' . 

We denote ( ) ijijijij cbbbabg ++= '2 .  For function , we have ijijij cbbba ++ '2

ijijijij cab ''4'' 2 −=Δ . 

 
Case 2.1. 

First, we consider the case niij ,...,1,0' =∀≤Δ . 

Thus the graph of  has one of the two forms shown in Fig. 3 and Fig. 4.  ( )bgij

Then the problem (1.9) is equivalent with 

[ ] =++
−∈

''min 2
*

CbBAb
Rb

 
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
++⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
∑
<∈ −

''min 2
*

CbBba
ji

ij
Rb

  (1.10) 

where ∑
<

±=
ji

ijbB '' , ∑
<

±=
ji

ijcC ' . 

The unique minimizing point for function [ ]''2 CbBAb ++  is 
∑
<

−=

ji
ija

Bb
2

'** . 

The approach is the same as in first case but with other coefficients. 
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In both situation,  is obtained from the condition that the line pass through the 
initial fixed point. 

a

Case 2.2. 
All the comments stored in case 1.2 keeps their validity.   

For ∑
<

±=
ji

ijaD' , ∑
<

±=
ji

ijbE '' , ∑
<

±=
ji

ijcF '  we have 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

≠=<−= 0',0/
'

'1 ijij
ij

ij bagiveswhichjiallfor
b
c

S ,

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

>−≠<
−±−

= 04',0/
2

4''
' 2

2

2 ijijijij
ij

ijijijij cabagiveswhichjiallfor
a

cabb
S ,   

⎭
⎬
⎫

⎩
⎨
⎧ >≠−= 0',0'/

'2
''3 DDallfor

D
ES  and (1.4) is equivalent with 

( ) ( )∑∑
<

∈
<

∪∪∈
=

ji
ijSb

ji
ijSSSb

bgbg
''''

minmin
321

  (1.11) 

 

 
Figure 1. The graph of  (green) if ( )bfij 0>Δij  and  0>ija
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Figure 2. The graph of   (green)  if ( )bfij 0>Δij  and 0<ija  

 
Figure 3. The graph  of 

 
 if ( )bf ij 0<Δij  

and 0<ija  
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Figure 4. The graph  of   if ( )bf ij 0<Δij  

and  0>ija

 

Figure 5. The graphs of the functions ( )bf ij ,  when ( )∑
< ji

ij bf

jinjiijij <=∀≤Δ≤Δ ,,1,,0',0 ; the surface bounded by the graph of    is colored 

in gray 

( )∑
< ji

ij bf

 
 

 



  
Interdisciplinarity – New Approaches and Perspectives  

in the Use of Quantitative Methods 

 
167

 

Figure 6. The graph of the function  ( )∑
< ji

ij bf   when );,...,1,(', jinjiijij <=ΔΔ  have 

random signs 
 

2. Example 
 

We test the method for fixed point ( )2,1=M  and the fuzzy data: 

 

[ ]rrX +−= 3,31 ;  [ ]rrY ++= 6,51

[ ]rrX 5,42 = ; [ ]rrY ++= 10,742  

[ ]rrX −+= 7,33 ;  [ ]rrY += 8,93

Then  
i  

ip  iP  iq  iQ  

1 r−2  r+2  r+3  r+4  

2 r41 +−  r51 +−  r72 +  r+8  

3 r32 +  r−6  r92 +−  r+6  

 
 
 
i  ( )∫ +

1

0

22 drPp ii  ( )∫ +
1

0

22 drQq ii  ( )∫ +
1

0

drQPqp iiii  ( )∫ +
1

0

drqPQp iiii  

1 9.66 32.66 16.50 15.5 
2 0.58 108.66 21.00 20.00 
3 43.33 55.33 46.66 36.00 
 
and  

( ) 7693 2
12 +−−= bbbf , ( ) 7693 2

12 +−−= bbbg  
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( ) 66.2233.6066.3313 +−= bbbf , ( ) 66.224166.33 2
13 +−= bbbg  

( ) 33.5333.5166.36 2
23 −−= bbbf , ( ) 33.533266.36 2

23 −−= bbbg . 

 

Case 1: We search the minimizing points for the function ( )∑
<
=
ji

ji
ij bf

3,1,

. 

Accordingly to the facts proved in the preceding chapters, namely Section 1, case 

1.2, the set of feasible points is { }75.3;09.2;25.1;53.0;69.0;75.62 −−== SS  ( notice: for this 

example we obtain ) and the minimum is attained for . The 

complete solution is 

φ== 31 SS 009.2* >== bb

( ) ( ) ( )09.2;9.0,, ** −== baba . 

 

Case 2: We search the minimizing point for ( )∑
<
=
ji

ji
ij bg

3,1,

. Using the theoretical results 

obtained in Section 1, case 2.2, the set of feasible points is { }75.3;71.1;84.0;75.6' −−=S  and 

the minimum is attained in . This point don’t fulfill the restriction concerning 

the sign of parameter . From the appearance of the decreasing function 

071.1** >=b
b ( )∑

<
=
ji

ji
ij bg

3,1,

 on 

 we conclude that the estimators for ( 71.1,∞− ) 0<b  are the real numbers 

 where ( ) ( )0,0 ∞−∩∈β εV ( ) ( )εε−=ε ,0V  and ε  depends by the desired threshold of error. 

If ( ) ( )0,0, 21 ∞−∩∈ββ εV , 21 β<β  then 1β  is a better estimator. 

At last, we have ( ) 44.8709.2
3,1,

=∑
<
=
ji

ji
ijf  and ( ) <= ∑

<
=
ji

ji
ijg

3,1,

099.151 ( )∑
<
=

β

ji
ji

ijg
3,1,

 for all 

. Thus ( ) ( )0,0 ∞−∩∈β εV ( ) <∑
<
=
ji

ji
ijf

3,1,

09.2 ( )∑
<
=

β

ji
ji

ijg
3,1,

 and the final solution for this problem is 

. ( ) ( 09.2;9.0, −=ba )
 
 

3. Conclusions 
 

From the preceding theoretical facts and numerical example we obtain the 
following conclusions: 

1) For ,  , we evaluate 0>∗b 0<∗∗b ∑
<

−
ji

ji DD 22  and ∑
<

−
ji

ji dd 22 .  

If <−∑
< ji

ji DD 22 ∑
<

−
ji

ji dd 22  thus the solution is . ∗b

If >−∑
< ji

ji DD 22 ∑
<

−
ji

ji dd 22  thus the solution is . ∗∗b
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2) For ,  or ,  it is necessary to make small supplementary 

calculations which implies the special properties of the functions 

0>∗b 0>∗∗b 0<∗b 0<∗∗b

( )∑
<
=
ji

ji
ij bf

3,1,

, ( )∑
<
=
ji

ji
ij bg

3,1,

, as we 

shown in Section 2.  
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