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Abstract 

Standard tests for comparing two sample proportions of a dichotomous dependent variable 

where there is a combination of paired and unpaired samples are considered. Four new tests 

are introduced and compared against standard tests and an alternative proposal by Choi and 

Stablein (1982). The Type I error robustness is considered for each of the test statistics. The 

results show that Type I error robust tests that make use of all the available data are more 

powerful than Type I error robust tests that do not. The Type I error robustness and the power 

among tests introduced in this paper using the phi correlation coefficient is comparable to 

that of Choi and Stablein (1982). The use of the test statistics to form confidence intervals is 

considered. A general recommendation of the best test statistic for practical use is made. 

Key words: Partially overlapping samples, Partially matched pairs, Partially correlated 

data, Equality of proportions 

 

1. Introduction 

 

Tests for comparing two sample proportions of a dichotomous dependent variable with 

either two independent or two dependent samples are long established. Let 1  and 2  be the 

proportions of interest for two populations or distributions. The hypothesis being tested is 

210 :  H  against 211 :  H . However, situations arise where a data set comprises a com-

bination of both paired and unpaired observations. In these cases, within a sample there are, say 
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a total of ‘ 12n ’ observations from both populations, a total of ‘ 1n ’ observations only from popu-

lation one, and a total of ‘ 2n ’ observations only from population two. The hypothesis being tested 

is the same as when either two complete independent samples or two complete dependent sam-

ples are present. This situation with respect to comparing two means has been treated poorly in 

the literature (Martinez-Camblor et al, 2012). This situation with respect to comparing proportions 

has similarly been poorly treated. 

Early literature in this area with respect to comparing proportions, refers to paired 

samples studies in the presence of incomplete data (Choi and Stablein, 1982; Ekbohlm, 1982), 

or missing data (Bhoj, 1978). These definitions have connotations suggesting that observations 

are missing only by accident. Recent literature for this scenario refers to partially matched pairs 

(Samawi and Vogel, 2011), however this terminology may be construed as the pairs them-

selves not being directly matched. Alternatively, the situation outlined can be referred to as 

part of the ‘partially overlapping samples framework’ (Martinez-Camblor et al, 2012). This 

terminology is more appropriate to cover scenarios where paired and independent samples 

may be present by accident or design. Illustrative scenarios where partially overlapping sam-

ples may arise by design include: 

i) Where the samples are taken from two groups with some common element. 

For example, in education, when comparing the pass rate for two optional 

modules, where a student may take one or both modules.  

ii) Where the samples are taken at two points in time. For example, an annual 

survey of employee satisfaction will include new employees that were not 

employed at time point one, employees that left after time point one and 

employees that remained in employment throughout.  

iii) When some natural pairing occurs. For example, a survey taken comparing 

views of males and females, there may be some matched pairs ‘couples’ and 

some independent samples ‘single’. 

Repeated measures designs can have compromised internal validity through famili-

arity (e.g. learning, memory or practise effects). Likewise, a matched design can have com-

promised internal validity through poor matching. However, if a dependent design can avoid 

extraneous systematic bias, then paired designs can be advantageous when contrasted with 

between subjects or independent designs. The advantages of paired designs arise by each pair 

acting as its own control helping to have a fair comparison. This allows differences or changes 

between the two samples to be directly examined (i.e. focusing directly on the phenomenon 

of interest). This has the result of removing systematic effects between pairs. This leads to 

increased power or a reduction in the sample size required to retain power compared with the 

alternative independent design. Accordingly, a method of analysis for partially overlapping 

samples that takes into account any pairing, but does not lose the unpaired information, would 

be beneficial.  

Historically, when analysing partially overlapping samples, a practitioner will choose 

between discarding the paired observations or discarding the independent observations and 

proceeding to perform the corresponding ‘standard’ test. It is likely the decision will be based 

on the sample sizes of the independent and paired observations.  Existing ‘standard’ ap-

proaches include: 

Option 1: Discarding all paired observations and performing Pearson’s Chi square 

test of association on the unpaired data.  
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Option 2: Discarding all unpaired observations and performing McNemar’s test on 

the paired data.  

Option 3: Combining p-values of independent tests for paired and unpaired data. 

This can be done by applying Fisher’s inverse Chi square method or Tippett’s test. These ap-

proaches make use of all of the available data. These techniques were considered by Samawi 

and Vogel (2011) and are shown to be more powerful than techniques that discard data. 

However, it should be noted that the authors did not consider Type I error rates.  

Other ad-hoc approaches for using all available data include randomly pairing any 

unpaired observations, or treating all observations as unpaired ignoring any pairing. These 

ad-hoc approaches are clearly incorrect practice and further emphasise the need for research 

into statistically valid approaches. 

Choi and Stablein (1982) performed a small simulation study to consider standard 

approaches and ultimately recommended an alternative test making use of all the available 

data as the best practical approach. This alternative proposal uses one combined test statistic 

weighting the variance of the paired and independent samples, see Section 3.2 for definition. 

The authors additionally considered an approach using maximum likelihood estimators for the 

proportions. This approach was found to be of little practical benefit in terms of Type I error 

rate or power. Others have also considered maximum likelihood approaches. For example 

Thomson (1995) considered a similar procedure, using maximum likelihood estimators, and 

found the proposed procedure to perform similarly to that of Choi and Stablein (1982). It was 

noted by Choi and Stablein (1982) that given the additional computation, the maximum like-

lihood solution would not be a practical solution. 

Tang and Tang (2004) proposed a test procedure which is a direct adaption of the 

best practical approach proposed by Choi and Stablein (1982).  This adaption is found to be 

not Type I error robust in scenarios considered when 1n  + 2n  + 122n = 20. The test proposed 

by Choi and Stablein (1982) is found to be Type I error robust in this scenario. The literature 

reviewed suggests that a solution to the partially overlapping samples case will have to out-

perform the best practical solution by Choi and Stablein (1982). Tang and Tang (2004, p.81) 

concluded that, ‘there may exist other test statistics which give better asymptotic or uncondi-

tional exact performance’.  

In this paper, we introduce four test statistics for comparing the difference between 

two proportions with partially overlapping samples. These test statistics are formed so that no 

observations are discarded. The statistics represent the overall difference in proportions, di-

vided by the combined standard error for the difference. 

This paper will explore test statistics for testing 0H , in the presence of partially over-

lapping samples. In Section 2, existing ‘standard’ approaches and variants of are defined.  In 

Section 3, our alternative proposals making use of all the available data are then introduced, 

followed by the most practical proposal of Choi and Stablein (1982). 

In Section 4, a worked example applying all of the test statistics is given, followed by 

the simulation design in Section 5. 

In Section 6.1, for all of the test statistics, the Type I error robustness is assessed 

when 0H  is true. This is measured using Bradley’s (1978) liberal criteria. This criteria states 

that the Type I error rate should be between nominal 0.5 nominal . 

There is no standard criteria for quantifying when a statistical test can be deemed 

powerful. The objective is to maximise the power of the test subject to preserving the Type I 
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error rate nominal . If Type I error rates are not equal it is not possible to correctly compare the 

power of tests. The preferred test where Type I error rates are not equal should be the one 

with the Type I error rate closest to nominal  (Penfield 1994). In Section 6.2, power will be 

considered under 1H  for the test statistics that meet Bradley’s liberal criteria. 

There is frequently too much focus on hypothesis testing. Confidence intervals may 

be of more practical interest (Gardner and Altman 1986). Confidence intervals allow insight 

into the estimation of a difference and the precision of the estimate. In Section 6.3, the cov-

erage of the true difference under 1H  within 95% confidence intervals is considered. This is 

considered only for the most powerful test statistics that are Type I error robust. 

 

2. Definition of standard test statistics 

 

Assuming a dichotomous dependent variable, where a comparison in proportions 

between two samples is required, the layout of frequencies for the paired and the independent 

samples would be as per Table 1 and Table 2 respectively.  

 

Table 1. Paired samples design for two samples and one dichotomous dependent variable 

 

Response Sample 1 

Response Sample 2 

Yes No Total 

Yes a b m 

No c d 

12n - m 

Total k 

12n -k 12n  

 

Table 2. Independent samples design for two samples and one dichotomous dependent var-

iable 

 Response 

 Yes No Total 

Sample 1 e f 

1n  

Sample 2 g h 

2n  

 

 

 

2.1. Option 1: Discarding all paired observations 

For two independent samples in terms of a dichotomous variable, as per Table 2, a 

Chi-square test of association is typically performed. This test will be displayed in standard 

textbooks in terms of 
2

1 . A chi square distribution on one degree of freedom is equivalent to 

the square of the z-distribution. Therefore under the null hypothesis an asymptotically N(0,1) 

equivalent statistic is defined as: 

21

21
1

)p̂1(p̂)p̂1(p̂

p̂p̂

nn

z






   where 

1

1p̂
n

e
 ,  

2

2 =p̂
n

g
 and 

21

 p̂
nn

ge




 . 

For small samples, Yates’s correction is often performed to reduce the error in ap-

proximation. Yate’s correction is given by: 
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21

2

2121

2
))((

))(5.0)(((

nnhfge

nnfgehnn
z




 . 

The statistic 2z  is referenced against the upper tail of the standard normal distribu-

tion.  

An alternative to the Chi square approach is Fisher’s exact test. This is computation-

ally more difficult. Furthermore, Fisher’s exact test is shown to deviate from Type I error ro-

bustness (Berkson, 1978). Fisher’s exact test will not be considered for the analysis of the 

partially overlapping samples design in this paper. 

 

2.2. Option 2: Discarding all unpaired observations 

For two dependent samples in terms of a dichotomous variable, as per Table 1, 

McNemar’s test is typically performed. Under the null hypothesis, the asymptotically N(0,1) 

equivalent to McNemar’s test is: 

cb

cb




 =z3 . 

When the number of discordant pairs is small, a continuity correction is often per-

formed. McNemar’s test with continuity correction is the equivalent to: 

 
cb

cb




2

4

1
=z . 

The statistic 4z is referenced against the upper tail of the standard normal distribu-

tion.  

Test statistics based on Option 1 and Option 2 are likely to have relatively low power 

for small samples when the number of discarded observations is large. A method of analysis 

for partially overlapping samples that takes into account the paired design but does not lose 

the unpaired information could therefore be beneficial.  

 

2.3. Option 3: Applying an appropriate combination of the independent and paired 

tests using all of the available data 

Given that test statistics for the paired samples and dependent samples can be cal-

culated independently, an extension to these techniques which makes use of all of the availa-

ble data would be some combination of the two tests.  

In terms of power, Fisher’s test and Tippett’s test are comparable to a weighted ap-

proach using sample size as the weights (Samawi and Vogel, 2011). Tippett’s method and 

Fisher’s method are not as effective as Stouffer’s weighted z-score test (Kim et al, 2013). 

Stouffer’s weighted z-score, for combining 1z  and 3z  is defined as:   

22

31
5

)1(

z)1(z
=z

ww

ww




 where w = 

2112

21

2 nnn

nn




. 

Under the null hypothesis, the test statistic 5z  is asymptotically N(0,1). 

Many other procedures for combining independent p-values are available, but these 

are less effective than Stouffer’s test (Whitlock, 2005).  
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The drawbacks of Stouffer’s test are that it has issues in the interpretation and con-

fidence intervals for the true difference in population proportions cannot be easily formed. 

 

3. Definition of alternative test statistics making use of all of the avai-

lable data 

 

The following proposals are designed to overcome the drawbacks identified of the 

standard tests. In these proposals observations are not discarded and the test statistics may be 

considered for the formation of confidence intervals. 

 

3.1. Proposals using the phi correlation or the tetrachoric correlation coefficient 

It is proposed that a test statistic for comparing the difference in two proportions with 

two partially overlapping samples can be formed so that the overall estimated difference in 

proportions is divided by its combined standard error, i.e.  

)p,p(2)p()p(

pp

2121

21

CovrVarVar x


 

where 

112

11
1

)p1(p
)p(

nn
Var




 , 

212

22
2

)p1(p
)p(

nn
Var




 , 

))((

)p1(p)p1(p
)p,p(

212112

122211

21
nnnn

n
Cov




   

and xr  is a correlation coefficient. 

Test statistics constructed in this manner will facilitate the construction of confidence 

intervals, for example a 95% confidence interval   would be equivalent to: 

 )p,p(2)p()p(96.1)pp( 212121 CovrVarVar x . 

Pearson’s phi correlation coefficient or Pearson’s tetrachoric correlation coefficient 

are often used for measuring the correlation xr  between dichotomous variables.  

Pearson’s phi correlation coefficient is calculated as 

))()()((
1

dbcadcba

bcad
r




 . 

The result of 
1r  is numerically equivalent to Pearson’s product-moment correlation 

coefficient and Spearman’s rank correlation coefficient applied to Table 1, using binary out-

comes ‘0’ and ‘1’ in the calculation. In this 22 case, 1r  is also numerically equivalent to 

Kendall’s Tau-a and Kendall’s Tau-b as well as Cramér's V and Somer’s d (symmetrical). This 

suggests that 
1r  would be an appropriate correlation coefficient to use. 

Alternatively, assuming the underlying distribution is normal, a polychoric correlation 

coefficient may be considered. A special case of the polychoric correlation coefficient for two 

dichotomous samples is the tetrachoric correlation coefficient.  

An approximation to the tetrachoric correlation coefficient as defined by Edwards and 

Edward (1984) is: 

 

1

1
=2





s

s
r where 

0.7854

= 








bc

ad
s . 
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Other approximations are available, however there is no conclusive evidence which 

is the most appropriate (Digby, 1983). In any event, 1r  is likely to be more practical than 2r  

because if any of the observed paired frequencies are equal to zero then the calculation of 2r  

is not possible. 

Constructing a test statistic using correlation coefficients 1r  and 2r  respectively, the 

following test statistics are proposed: 
































))((

)p1(p)p1(p
2

)p1(p)p1(p

pp

212112

122211

1

212

22

112

11

21
6

nnnn

n
r

nnnn

z
































))((

)p1(p)p1(p
2
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212112

122211

2
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22

112

11

21
7

nnnn

n
r

nnnn

z  

where:

112

1p
nn

eba




   and 

212

2 =p
nn

gca




. 

Under 0H ,   21 , therefore two additional test statistics that may be consid-

ered are defined as: 
































))((

)p1(p)p1(p
2
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1

212112

21
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
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2112

21221121

2

p)(p)(
p

nnn

nnnn




 . 

The test statistics 6z , 7z , 8z  and 9z are referenced against the standard normal dis-

tribution. 

In the extreme scenario of 012 n , it is quickly verified that  98 zz
1z . Under 0H  

in the extreme scenario of 021  nn , as 12n  then 38 zz  . This property is not ob-

served for 9z . The properties of 8z  give support from a mathematical perspective as a valid 

test statistic to interpolate between the two established statistical tests where overlapping sam-

ples are not present. 

 

3.2. Test statistic proposed by Choi and Stablein (1982) 

Choi and Stablein (1982) proposed the following test statistic as the best practical 

solution for analysing partially overlapping sample: 
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where 

121

1
1

nn

n


  , 

122

2
2

nn

n


 and 

12

2

21 )p)(1)(1(

n

p
D a 



. 

The test statistic 10z  is referenced against the standard normal distribution. 

The authors additionally offer an extension of how optimization of 1w  and 2w  could 

be achieved, but suggest that the additional complication is unnecessary and the difference in 

results is negligible. 

In common with the other statistics presented, 10z  is computationally tractable but it 

may be less easy to interpret, particularly if 1 + 12  .  

 

4. Worked example 

 

The objective of a Seasonal Affective Disorder (SAD) support group was to see if there 

is a difference in the quality of life for sufferers at two different times of the year. A binary 

response, ‘Yes’ or ‘No’ was required to the question whether they were satisfied with life. 

Membership of the group remains fairly stable, but there is some natural turnover of mem-

bership over time. Responses were obtained for 12n 15 paired observations and a further 

1n 9 and 2n 6 independent observations. The responses are given in Table 3. 

 

Table 3. Responses to quality of life assessment. 

 Response Time  2 

Response Time 1 Yes No Total 

Yes 8 1 9 

No 3 3 6 

Total 11 4 15 

 Response 

 Yes No Total 

Time 1 5 4 9 

Time 2 6 0 6 

 

The elements of the test statistics (rounded to 3 decimal places for display purposes), 

are calculated as: 1p̂ 0.556, 2p̂ 1.000, p̂ 0.733, 1p 0.583, 2p 0.810, p 0.689, 

1r 0.431, 2r 0.673, w 0.333, 1 0.375, 2 0.286, D 0.002. The resulting test 

statistics are given in Table 4. 

 

Table 4. Calculated value of test statistics (with corresponding p-values) 

z

-

score 

-

1.907 

1

.311 

-

1.000 

0

.500 

-

1.747 

-

2.023 

-

2.295 

-

1.937 

-

2.202 

-

1.809 

p

-

valu

e 

0

.057 

0

.190 

0

.317 

0

.617 

0

.081 

0

.043 

0

.022 

0

.053 

0

.028 

0

.070 
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At the 5% significance level, whether 0H  is rejected depends on the test performed. 

It is of note that the significant differences arise only with tests introduced in this paper, 6z , 

7z  and 9z .  

Although the statistical conclusions differ for this particular example, the numeric 

difference between many of the tests is small. To consider further the situations where differ-

ences between the test statistics might arise, simulations are performed.  

 

5. Simulation design 

 

For the independent observations, a total of 1n  and 2n unpaired standard normal 

deviates are generated. For the 12n  paired observations, additional unpaired standard normal 

deviates ijX are generated where i = (1,2) and j = (1,2,…., 12n ). These are converted to 

correlated normal bivariates ijY  so that: 

 jY1 jj XX 21
2

1

2

1  



 and jY2 jj XX 12

2

1

2

1  



 

where     correlation between population one and population two. 

The normal deviates for both the unpaired and correlated paired observations are 

transformed into binary outcomes using critical values iC  of the normal distribution. If

iij CX  , 1ijY , otherwise 0ijY   

10,000 iterations of each scenario in Table 5 are performed in a 44555
7=14000 factorial design.  

Table 5. Values of parameters simulated for all test statistics. 

Parameter Values 

1  
0.15, 0.30, 0.45, 0.50 

2  
0.15, 0.30, 0.45, 0.50 

1n  
10, 30, 50, 100, 500 

2n  
10, 30, 50, 100, 500 

12n  
10, 30, 50, 100, 500 

  -0.75, -0.50, -0.25, 0.00, 0.25, 0.50, 0.75 

 

A range of values for 1n , 2n  and 12n  likely to be encountered in practical applications 

are considered which offers an extension to the work done by Choi and Stablein (1982).  Sim-

ulations are conducted over the range   from 0.15 to 0.5 both under 0H  and 1H . The values 

of  have been restricted to   <= 0.5 due to the proposed statistics being palindromic in-

variant with respect to   and 1 . Varying   is considered as it is known that   has an 
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impact on paired samples tests.  Negative   has been considered so as to provide a compre-

hensive overview and for theoretical interest, although   < 0 is less likely to occur in practical 

applications.    

Two sided tests with nominal 0.05 is used in this study. For each combination of 

10,000 iterations, the percentage of p-values below 0.05 is calculated to give the Type I error 

rate  . The Type I error rate under 0H ,  for each combination considered in the simulation 

design, should be between 0.025 and 0.075 to meet Bradley’s liberal criteria and to be Type 

I error robust.    

All simulations are performed in R.   

 

6. Simulation Results 

 

A comprehensive set of results with varying independent and paired sample sizes, 

correlation, and proportions was obtained as outlined in Section 5. 

 

6.1. Type I error rates 

Under 0H , 10,000 replicates were obtained for 45557=3500 scenarios. For 

assessment against Bradley’s (1978) liberal criteria, Figure 1 shows the Type I error rates for 

all scenarios where 1 2  using nominal 0.05. 

 

Figure 1: Type I error rates for each test statistic. 

 

As may be anticipated, 1z  is Type I error robust because matched pairs are simply 

ignored. Similarly, 3z  performs as anticipated because the unpaired observations are ignored. 

Deviations from robustness for 3z  appear when 12n  is small and   is large. Although devia-

tions from stringent robustness are noted for 3z , this is not surprising since the cross product 
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ratio is likely to be small when the proportion of success is low and the sample size is low. 

Crucially, the deviations from Type I error robustness of 3z  are conservative and will result in 

less false-positives, as such the tests statistic may not be considered unacceptable. 

The corrected statistics, 2z  and 4z , generally give Type I error rates below the nom-

inal alpha, particularly with small sample sizes. Ury and Fleiss (1980) found that 1z  is Type I 

error robust even with small samples, however applying Yate’s correction is not Type I error 

robust and gives Type I error rates less than the nominal alpha. It is therefore concluded that 

2z  and 4z  do not provide a Type I error robust solution.  

The statistics using the phi correlation coefficient, 6z  and 8z , are generally liberal 

robust. For 6z  there is some deviation from the nominal Type I error rate. The deviations occur 

when min{ 1n , 2n , 12n } is small, max{ 1n , 2n , 12n }   min{ 1n , 2n , 12n } is large and 0 .   In 

these scenarios the effect of this is that 6z  is not liberal robust and results in a high likelihood 

of false-positives. It is therefore concluded that 6z  does not universally provide a Type I error 

robust solution to the partially overlapping samples situation. 

The statistics using the tetrachoric correlation coefficient, 7z  and 9z , have more var-

iability in Type I errors than the statistics that use the phi correlation coefficient. The statistics 

using the tetrachoric correlation coefficient inflate the Type I error when 25.0 and 12n  is 

large. When min{ 1n , 2n , 12n } is small the test statistic is conservative. A test statistic that per-

forms consistently would be favoured for practical use. It is therefore concluded that  7z  and 

9z  do not provide a Type I error robust solution to the partially overlapping samples situation. 

Three statistics making use of all of the available data, 5z , 8z  and 10z , demonstrate 

liberal robustness across all scenarios. Analysis of Type I error rates show near identical box-

plots to Figure 1 when each of the parameters are considered separately. This means these 

statistics are Type I error robust across all combinations of sample sizes and correlation con-

sidered. 

 

6.2. Power 

The test statistics 2z , 4z , 6z , 7z  and 9z  are not Type I error robust. Therefore only 1z

, 3z , 5z , 8z  and 10z  are considered for their power properties (where 1H  is true). Table 6 

summarises the power properties where 1 0.5.  

 

Table 6. Power averaged over all sample sizes. 

1  2  
  

1z  3z  5z  8z  10z  

0.5 0.45 

0  

0.095 

0.173 0.208 0.221 0.221 

0  0.133 0.168 0.186 0.186 

0  0.112 0.150 0.166 0.166 

0.5 0.3 

0  

0.509 

0.653 0.807 0.856 0.855 

0  0.569 0.772 0.828 0.827 

0  0.508 0.746 0.801 0.801 
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0.5 0.15 

0  

0.843 

0.874 0.975 0.989 0.989 

0  0.834 0.970  0.985 0.986 

0  0.795 0.966 0.980 0.982 

 

For each of the test statistics, as the correlation increases from -0.75 through to 0.75 

the power of the tests increase. Similarly, as sample sizes increase the power of the test in-

creases.  

Clearly, 5z  is more powerful than the other standard tests 1z  and 3z , but it is not as 

powerful as the alternative methods that make use of all the available data.  

The power of 8z  and 10z  are comparable. Separate comparisons of 8z  and 10z  in-

dicates that the two statistics are comparable across the factorial combinations in the simula-

tion design. Either test statistic could reasonably be used for hypothesis testing in the partially 

overlapping samples case.  

 

6.3. Confidence interval coverage 

For 8z  and 10z , the coverage of the true difference of population proportions within 

95% confidence intervals has been calculated as per the simulation design in Table 5 where 

1 2 . The results are summarised in Figure 2. 

 

Figure 2: Percentage of iterations where the true difference is within the confidence interval. 

 

Both 8z  and 10z  demonstrate reasonable coverage of the true population difference 

21   . However, Figure 2 shows that 8z  more frequently performs closer to the desired 95% 
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success rate. Taking this result into account, when the objective is to form a confidence interval, 

8z  is recommended as the test statistic of choice in the partially overlapping samples case. 

7. Conclusion 

 

Partially overlapping samples may occur by accident or design. Standard approaches 

for analysing the difference in proportions for a dichotomous variable with partially overlap-

ping samples often discard some available data. If there is a large paired sample or a large 

unpaired sample, it may be reasonable in a practical environment to use the corresponding 

standard test.  For small samples, the test statistics which discard data have inferior power 

properties to tests statistics that make use of all the available data. These standard approaches 

and other ad-hoc approaches identified in this paper are less than desirable.  

Combining the paired and independent samples z-scores using Stouffer’s method is 

a more powerful standard approach, but leads to complications in interpretation, and does 

not readily extend to the creation of confidence intervals for differences in proportions. The 

tests introduced in this paper, as well as the test outlined by Choi and Stablein (1982) are 

more powerful than the test statistics in ‘standard’ use. 

The alternative tests introduced in this paper, 6z , 7z , 8z  and 9z , overcome the in-

terpretation barrier, in addition confidence intervals can readily be formed.  

Tests introduced using the phi correlation coefficient, 6z  and 8z , are more robust 

than the equivalent tests introduced using the tetrachoric correlation coefficient, 7z  and 9z .  

The most powerful tests that are Type I error robust are 8z  and 10z . The empirical 

evidence suggests that 8z  is better suited for forming confidence intervals for the true popu-

lation difference than 10z . Additionally, 8z  has relative simplicity in calculation, strong math-

ematical properties and provides ease of interpretation. In conclusion, 8z  is recommended as 

the best practical solution to the partially overlapping samples framework when comparing 

two proportions. 
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Abstract 

Economic development and growth are among the most important objectives for many 

countries. Not only economic development but also human development, which means 

enhancing and improving people’s quality of life, plays an important role for reaching this 

objective. In this way, it’s possible to take a more human oriented perspective by taking 

education, health and welfare dimensions of development into consideration by widening the 

perspective, which is focused narrowly on economic growth only. For this reason, human 

development index has become a widely preferred and recognized numerical indicator for 

comparison and classification of countries. Human Development Index (HDI) calculated by 

Human Development Report Office of United Nations Development Program (UNDP) measure 

people’s level of welfare every year. The purpose of this research is to compare the 

classification success of Human Development Index by using ordered logistic regression and 

artificial neural network. The data of 81 countries, which has United Nations Development 

Program’s Human Development Index, between the years of 2010-2012 were used in this 

study. Countries are classified for having very high, high and moderate levels of human 

development. The results of the ordered logistic regression model indicate that determinants 

including infant mortality rate, health expenses, number of internet users, import and export 

were observed as statistically significant. As a result of the analysis, Ordered Logistic 

Regression Analysis proved 88% success in classification while Elman’s back propagation 

learning algorithm showed 92% success. 

Keywords: Human Development Index, Ordered Logistic Regression, Artificial Neural 

Network 
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1. Introduction 

 

Human development is the process of enhancing and improving people’s life skills. 

This process aims to make a positive contribution to human and their living standards by 

equipping them with skills and capacity (UNDP 1990:1). 

By its Human Development Index (HDI) developed in 1990, United Nations Development 

Program (UNDP) takes a more composite and human oriented perspective by taking education, 

health and welfare dimensions of development into consideration by widening the perspective 

which is focused narrowly on economic growth only (Lind, 1992:89). 

Until 2010, GDP calculated per person based on purchasing power parity was taken 

into consideration for the economic dimension while life expectancy since birth was used for 

the health dimension and literacy and schooling were used for the education dimension. HDI 

calculates the arithmetic mean. Both economy and health dimension has one indicator while 

education dimension has two being literacy (2/3) and schooling (1/3) (Ivanova et al, 

1999:159-160).  

The human development approach comprises two central theses about people and 

development which are concerned with evaluating improvements in human lives as a distinc-

tive development objective and what human beings can do to achieve such improvements 

particularly policy and political changes (Fukuda-Parr, 2003). 

In 2010, index calculation was significantly changed. In this context, index calculation 

was based on arithmetic average instead of geometric average. With regards to education 

dimension, literacy among adults was excluded and the average of schooling rate and esti-

mated schooling rate was considered (Morse 2014:249). 

In the contemporary era, the concept of development has been in greater need of 

analysis and clarification and the word has come to be extraordinarily widely used in public 

discourse probably more so than ever before in its history (Payne & Phillips, 2010; Eren, et, al, 

2014). 

HDI is scored between 0 and 1. 1 shows the highest human development status. The 

human development report in 2014 stated 4 levels of human development as very high, high, 

moderate and low. Countries with HDI value lower than 0,550 was classified as low, 0,550–

0,699 as moderate, 0,700–0,799 as high and higher than 0,800 as very high (UNDP 

2014:156). 

The purpose of this study is to compare the success of multiple classifications and to 

determine the effective factors by using logistic regression analysis and Elman ANN, multi-

layer ANN and LVQ network. This study is comprised of 3 parts. In the first part, logistic re-

gression analysis is introduced while the second part focuses on Elman ANN and LVQ network. 

In the third part, application results are compared. 

 

2. Ordered Logistic Regression Model 

 

Logistic regression models are used for modelling the relation between dependent 

variables measured in different categories and independent variables of categorical or con-

tinuous measurement. Ordered logistic regression (OLOGREG) is used when dependent vari-

ables consists of at least three categories and measured by ordinal scale (Demirtas 

v.d.2009:869).  
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The main features of ordered logistic regression model are as follows (Chen and 

Hughes, 2004: 4): 

 Outcome variable of categorical and ordinal measurement is a variable, which 

can be rearranged multiple times from an unobserved continuous latent variable, how-

ever it’s not clear whether the space between the categories of this ordinal outcome 

variable is equal. 

 Ordered logistic regression analysis, uses a correlation function to explain the 

effects of independent variables on ordered and categorical outcome variable. This 

model does not require normality and constant variance assumption. 

 Since regression coefficient value is not dependent on the categories of cate-

gorical output variable, ordered logistic regression model assumes that the relation 

between explanatory variables and ordered categorical output variable is independent 

from categories. 

 

Ordered logistic regression model is actually based on the existence of an continuous 

and unobserved random Y
* 
latent variable under a categorical dependent Y variable. The cat-

egories of this variable are estimated as sequential intervals on a continuous plane named as 

cut-off point or threshold value (McCullagh, 1980:109).  

In θs-1< Y
*
<θs, s=1,…, j interval and in the event of θ0=-∞ and θj=+∞ (Anderson, 

1984:3), this latent Y
*
 variable is stated as in equity (1). 

𝑌∗ = ∑ 𝛽𝑘𝑥𝑘

𝐾

𝑘=1

+ 𝜀                                                                                                         (1) 

 

Here θ refers to threshold value, 𝑥𝑘refers to independent variables vector,𝛽𝑘refers 

to parameter vector and 𝜀 refers to error term. 

The relation between observed Y variable and unobserved 𝑌∗
is shown in equity 

(2)(Liao, 1994:37-38): 

 

 1             if𝑦𝑖
∗ ≤ 𝜃1 

 2             if𝜃1 < 𝑦𝑖
∗ ≤ 𝜃2 (3) 

𝑦 = 3 if     𝜃2 < 𝑦𝑖
∗ ≤ 𝜃3 

⁞⁞         (2) 

j if𝜃𝑗−1 < 𝑦𝑖
∗
 

  

 

 

θ’s refer to threshold values that separate categories dependent variable. F being 

distribution function of error term, which is assumed to be distributed logistically, general 

probability of observed dependent variable’s falling into k. Category is shown in equity (3) for 

given independent variables: 

𝑃𝑟𝑜𝑏(𝑦 = 𝑗\𝑥) = 𝐹 [𝜃𝑗 − ∑ 𝛽𝑘𝑥𝑘

𝐾

𝑘=1

] − 𝐹 [𝜃𝑗−1 − ∑ 𝛽𝑘𝑥𝑘

𝐾

𝑘=1

]                                   (3) 

There are many correlation functions, which are formations of cumulative probabili-

ties in order to estimate ordered logistic model. These functions are shown in Table 1 (Elamir 

and Sadeq, 2010: 652):  
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Table 1. Correlation Functions and Typical Application 

Function Form Application Area 

Logit log (
𝑥

1 − 𝑥
) Categories are distributed evenly 

Complementary Log-Log log (− log(1 − 𝑥)) High categories are more likely 

Negative Log-Log −log (−log (𝑥) Low categories are more likely 

Probit 𝐹−1(𝑥) Variable is distributed normally 

Couchit tan (𝜋(𝑥 − 0.5)) Variable has excessive values 

 

L being logit distribution function in ordered logit model, the probability of observed 

variables’ falling into categories of dependent variable is shown in equity (4) (Akkus v.d., 

2010:323): 

𝑃𝑟𝑜𝑏(𝑦 = 1) = 𝐿 (− ∑ 𝑥𝑘𝛽𝑘

𝐾

𝑘=1

) 

𝑃𝑟𝑜𝑏(𝑦 = 2) = 𝐿 (𝜃2 − ∑ 𝑥𝑘

𝐾

𝑘=1

𝛽𝑘) − 𝐿 (− ∑ 𝑥𝑘𝛽𝑘

𝐾

𝑘=1

) 

 

𝑃𝑟𝑜𝑏(𝑦 = 3) = 𝐿 (𝜃3 − ∑ 𝑥𝑘

𝐾

𝑘=1

𝛽𝑘) − 𝐿 (𝜃2 − ∑ 𝑥𝑘𝛽𝑘

𝐾

𝑘=1

) 

𝑃𝑟𝑜𝑏(𝑦 = 𝑗) = 1 − 𝐿 (𝜃𝑗−1 − ∑ 𝑥𝑘𝛽𝑘

𝐾

𝑘=1

)                                                           (4) 

The most important assumption in ordered logistic regression model is the assump-

tion of parallel curves. According to this assumption, regression parameters obtained in the 

model is the same in all categories of the dependent variable. In other words, the relation 

between independent variables and dependent variable does not change according to the 

categories of dependent variable, and parameter estimations do not change according to dif-

ferent threshold values. Thus, if there’s a dependent variable of J category, “𝛽𝑘 ” parameter is 

only one. On the other hand, there is 𝜃𝑗−1cut-off point (threshold value) for J-1 logit compari-

sons (Akin and Senturk, 2012:185). 

It’s challenging to interpret parameters in ordered logistic regression. Methods of 

calculation of standardizes coefficients, calculation of estimated probabilities, calculation of 

factor change in estimated probabilities and percentage change in estimated probabilities are 

used for interpreting parameters. Odds ratio can also be used for interpreting parameters. In 

the event that all other variables are held constant, exp(βk) is odd ratio for dummy variable. 

To standardize odds ratios, 𝑠𝑘: showing standard deviation, exp(𝛽𝑘 ∗ 𝑠𝑘) is calculated provided 

that all other variables are held constant. For continuous variables; the percentage is found 

by [exp(𝛽 − 1) ∗ 100](Ucdogruk vd., 2001). 

 

3. Artificial Neural Networks 

 

ANNs are cellular systems that can receive, store and use information. ANNs are 

parallel systems, which are formed by connecting many connecting elements with links of var-

iable weights. Multi-layer artificial neural network is the most popular one among many arti-

ficial neural networks (Lippman 1987: 15). ANN is a system based on simple neural networks, 
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which can receive interconnected information as input, process them and submits to other 

units, and which can even use the outputs as inputs again   (Pissarenko, 2001-2002: 35). ANN 

simulates the operation of a simple biological neural system. ANNs provide solutions to prob-

lems, which normally requires a person's natural ability to think and observe. 

Artificial neural networks are computer systems which are developed to perform 

some characteristics of a human brain automatically without getting any help such as getting 

new information through learning, creating new information and discovering (Oztemel, 2003: 

29). Artificial neural networks are used to achieve one or more processes including learning 

through using available data, associating, classification, generalization and optimization (Sen, 

2004: 13).  

 

Figure 1. General Structure of an Artificial Neural Network 

Use of artificial neural networks in such problems whose algorithmic solution could 

not be found has increased due to the fact that artificial neural networks can find solutions to 

new occurrences by way of examining former instances and learning the relationship between 

inputs and outputs of the said occurrence, regardless of whether the relationship is linear or 

not, from the current instances in hand. The biggest problem in artificial neural networks is 

that there is a need for such artificial neural networks that contain either very large neurons 

or multi-layered and a great amount of neurons in order to solve complicated problems (Ko-

honen,1987: 1-79). An artificial neural network is an intensively parallel-distributed processor 

which is comprised of simple processing units, has a natural tendency to collecting experiential 

information, and enabling them to be used (Haykin, 1999:2).  

In a general artificial neural network system, neurons gather on the same direction 

to form layers (Yildiz, 2001: 51-67). There is parallel flow of information from the input layer 

to the exit in an architectural structure. Such flow is possible with parallel placed cells.  

 

3.1. Elman Network 

Elman network is an ANN type, which includes the whole multi layer ANN as well as 

interlayer outputs as a parallel input (Sen, 2004: 144).  

Elman network delivers not only input values of a given time but also previous activity 

values of interlayers as an input into the network. Once the inputs are determined, the network 

becomes a multilayer feed-forward receptor. These inputs are used to determine network’s 

forward outputs  (Elman, 1990: 182).  
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Although Elman network is quite similar to Jordan network, there are significant dif-

ferences. First of all, they obtain feedback activation values from the interlayer instead of out-

put layer. Secondly, content elements are not self-connected. This network structure is shown 

below (Kucukonder, 2011: 78) 

 

Figure2. Structure of Elman Network 

In Elman network, learning is achieved in two steps according to generalized delta learn-

ing rule. Firstly, weight of net input value received by processor elements in interlayer is multiplied 

with and added to the weight of element values of input layer. Secondly, these connection values 

from content elements is multiplied with and added to previous activation values in interlayers. 

Elman network is shown in detail in Figure 3 below (Oztemel, 2003: 167).  

 

 

Figure 3. Detailed demonstration of Elman network 

 

3.2. LVQ Model (Learning Vector Quantization) 

Developed by Kohenon (1984), LVQ Model is a network structure using reinforce-

ment-learning model. LVQ networks are mostly used for solving classification problems. 

Learning means finding which set of vectors (reference vector) should represent input 

vector. LVQ network’s duty is to determine the set of vectors, i.e. the ones that may be a 

member of input vectors, by means of learning. It learns by Kohonen’s learning principle. Only 

one output is valued as 1 while the others are given 0 value, and if the output is valued as 1, 

it means that the input belongs to the class represented by the output. Since LVQ network is 

used as a method of statistical classification and distinction, its purpose is classifying input data 

(Kohonen, 2001: 245). 

LVQ network consists of entrance, exit and Kohenon levels and all neurons of the 

entrance layer are in connection with all neurons in interlayers. The main purpose of this 

network is mapping a vector of n dimension in sets of vectors (Kucukonder, 2011: 70). 
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During training, input vector is breakdown based on the nearest neighbour rule. The 

model looks for the shortest distance between the input vector and reference vectors and it’s 

assumed that the input vector belongs to the nearest vector group. The weights of the network 

are changed in order to determine reference vectors for an accurate breakdown of input vec-

tors. For this purpose, reinforcement learning strategy is used. For determining the output 

value, “winner-takes-all” strategy is used. In training process, not the output value but whether 

it’s correct or not is stated for each iteration. Only the values of the winner vector, which is the 

closest to the input vector, are changed (the weights of the network for this vector). The archi-

tectural structure of LVQ network demonstrating these details is shown in Figure 4 (Oztemel, 

2003: 116). 

 

 

Figure 4. Structure of LVQ Network 

 LVQ network is composed of three layers (Adiyaman, 2007: 38): 

 Input layer: There’s no data processing in this layer, and incoming infor-

mation forms the vector. Each process element in this layer is connected to each process ele-

ment in Kohonen layer. Learning is achieved by changing weights of input layer and Kohonen 

layer. 

 Kohonen layer: In this layer, the weight vector, which is the closest to the 

input set, is determined. Each element in this layer shows a reference vector and composed of 

weight values of links connecting input values to process elements in Kohonen layer. The 

number of elements in reference vector is equal to the number of elements in input layer. 

 Output layer: In this layer, the class, which the input belongs to, is deter-

mined. Process elements in Kohonen layer is linked to only one process element in output 

layer. The weights between Kohonen layer and output layer is (a) and equal to 1. 

 

4. Scope and Method of Study 

 

This part gives information about the purpose, scope, limitations, universe and anal-

ysis method of the study. 

 

4.1. Purpose and Significance of Study 

Economic development and growth are among the most important objectives for all 

countries. For this reason, human development index has become a widely preferred and 

recognized numerical indicator for comparison and classification of countries. The purpose of 
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this research is to compare the classification success of Human Development Index and deter-

mine the by using ordered logistic regression as well as Elman ANN, multi layer ANN and LVQ 

network as artificial neural networks.  

 

4.2. Scope, Limitations and Constraints of Study 

In this study, data of highly developed, developed, moderately developed and less 

developed countries produced by Human Development Report Office of United Nations De-

velopment Program (UNDP), which is published annually. This data covers a period of three 

years and is obtained from 2010-2012 Human Development Index published at United Na-

tions Development web site.Since it was difficult to find data about less developed countries, 

they are excluded from the analysis. The study classifies 81 countries based on data of three 

years. With the addition of one more country in 2012, the universe of the study is total of 244 

countries. 

Income, education and life expectancy are indispensable components in calculation 

of human development index. Since human development level would be subject to multiple 

classification process, 11 independent variables were added to these three variables, thus 14 

independent variables were studied in order to enable a more detailed examination of meth-

ods. The following variables were used in the analysis respectively: 

X1: BÖO “infant mortality rate”,  

X2: GSMH “gross national product”,  

X3: LKO “high school enrolment”,  

X4: BY “growth”,  

X5: DYY “direct foreign investment”,  

X6: ET “energy consumption”,  

X7: EÜ “energy production”,  

X8:  E “inflation”,  

X9: IH “export”,  

X10: IKS “number of internet users”,  

X11:ISZ “unemployment”,  

X12: ITH “import”,  

X13: MTAS “number of mobile phone subscribers”,  

X14: SH “health expenses” 

Answer variables for Human Development are coded as follows for Ordered Logistic 

Regression Analysis: 

0: Moderately Developed, 

1: Developed, 

2: Highly Developed.  

 

4.3. Data Analysis Method  

Countries are classified for their Human Development Level by using Stata 11.2 

package, Ordered Logistic Regression and Matlab 2012 software with Elman, Multi Layer Neu-

ral Networks and LVQ Network methods. In artificial neural network method, if a country is 

highly developed in human development, it is valued as 1 while the others’ output values are 

stated as 0. 
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4.4. Ordered Logistic Regression Analysis 

Stata 11.2 statistical analysis program is used to classify Human Development Index 

of countries. 

Table 2. Relevance Values of the Established Model 

Log-Lik Intercept Only: -256.865 Log-Lik Full Model: -98.392 

D(228): 196.784 LR(12): 316.947 

    Prob>LR: 0.000 

McFadden's R2: 0.617 McFadden's Adj R2: 0.555 

ML (Cox-Snell) R2: 0.727 Cragg-Uhler(Nagelkerke) R2: 0.828 

McKelvey&Zavoina's R2: 0.886     

Variance of y*: 28.850 Variance of error: 3.290 

Count R2: 0.881 Adj Count R2: 0.779 

AIC: 0.938 AIC*n: 228.784 

BIC: -1.056.570 BIC': -250.981 

BIC used by Stata: 273.745 AIC used by Stata: 224.784 

 

In order to test relevance of the model used in study, fitstat command was run in 

Stata 11.2 software. Table 2 shows the conformity values of the model. Akaika information 

criteria (AIC) was found to be 228.784 while Bayes information criteria (BIC) was found as -

250.981.Prob>LR: 0.000 model with all independent variables was found to be statistically 

significant. McKelvey and Zavonia’s R
2
 value approximates to R

2
 value, which is obtained by 

estimating linear regression model (Long andFreese, 2001: 148). McKelvey and Zavonia’s R
2 

value of the model was measured as 88.6%. 

 

Table 3. ParallelCurves Assumption Test 

Varia-

ble 

chi2 p>chi2 df 

All 14.12 0.118 14 

 

Table 3 shows the test results of parallel curves assumption of logistic regression 

model. Zero hypothesis (H0) and alternative hypothesis (Ha) used for testing parallel curves 

assumption test are as follows: 

“H0: Relevant regression coefficients are the same in all categories of dependent 

variable 

Ha: Relevant regression coefficients are different at all levels of dependent variable”  

 

Brant, detail command was run in Stata software. In the model, as P>𝝌𝟐
: 0,118, H0 

hypothesis was accepted,thus it shows that estimated regression coefficients are the same in 

each category of the dependent variable and parallel curves assumption is realized with 

P>0,05. 

Table 4. Established Model’s Goodness of Fit  

Goodness of Fit Test of Ordered Logit Model 

Pearson 𝝌𝟐
 test statistic 10.24 

Liberty Level 14 

P>𝝌𝟐
 0.332 

 

“H0: Model-data fit is sufficient in terms of parameter’s decisiveness 



 

Quantitative Methods Inquires 

 

 
24 

Ha: Model-data fit is not sufficient in terms of parameter’s decisiveness”  

 

Omodel logit command was run in Stata software. Likelihood ratio test known as 

𝜒2
goodness of fit test, evaluates ordered logistic regression model as a whole. In the model, 

as P>𝝌𝟐
: 0,332, H0 hypothesis was accepted, thus it was found that ordered logistic regression 

model is a sufficient model for classification of human development index. It can be stated 

that model’s goodness of fit is quite good and parameters are good at classification decisive-

ness. 

 

 

Table 5. Results of Ordered Logistic Regression Analysis of Variables Effecting Human De-

velopment Level 

 

Number of obs 244 

LRchi2(12) 316,95 

Prob> chi2 0.0000 

Log likelihood -110,706  Pseudo R2 0,617 

HDII Coef. Std. Err. Wald z P>z 

Odds 

Ratio 

[95% Conf. Interval] 

BÖO -0,132 0,035 13,985 -3,740 0,000 0,876 0,817 0,939 

GSMH 0,000 0,000 1,840 1,360 0,174 1,000 1,000 1,000 

LKO 0,017 0,013 1,749 1,320 0,186 1,017 0,992 1,043 

BY -0,076 0,063 1,482 -1,220 0,223 0,926 0,819 1,048 

DYY 0,000 0,000 0,175 -0,420 0,674 1,000 1,000 1,000 

ET 0,000 0,000 0,603 -0,780 0,438 1,000 1,000 1,000 

EÜ 0,000 0,000 0,011 -0,110 0,916 1,000 1,000 1,000 

E 0,051 0,037 1,837 1,360 0,175 1,052 0,978 1,131 

IH 0,058 0,023 6,475 2,540 0,011 1,059 1,013 1,108 

IKS 0,104 0,020 26,893 5,190 0,000 1,109 1,067 1,154 

ISZ -0,005 0,044 0,012 -0,110 0,914 0,995 0,914 1,084 

ITH -0,062 0,024 6,788 -2,610 0,009 0,940 0,897 0,985 

MTAS -0,006 0,009 0,506 -0,710 0,477 0,994 0,977 1,011 

SH 0,237 0,110 4,616 2,150 0,032 1,267 1,021 1,573 

/cut1 1,563 1,539     -1,453 4,580 

/cut2 6,487 1,614     3,323 9,651 

 

Results of the ordered logistic regression analysis of dependent and independent 

variables using mlogit command in Stata 11.2 package program are shown in Table 5. As 

seen in Table 5, the number of observations is 244 in the model and 𝜒2
value is statistically 

significant (p <0.01). Log likelihood value of the model was found to be -110.71. The first 

column of Table 5 shows β coefficients of ordered logistic regression analysis. BÖO “infant 

mortality rate”, IKS “number of internet users” and ITH “import” with 0.01 significance level 

and IH “export” and SH “health expenses” with 0.05 significance level were observed as sta-

tistically significant. BÖO and ITH variables above the statistically dependent variable is 

marked negative while estimated value of İKS, İH and SH variables are marked positive. In 

addition, marginal effects will be calculated for the change in probabilities of dependent var-

iable pursuant to change in β coefficients. 
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In odds ratio, one unit increase in BÖO variable decreases odds of high level human 

development rate by 12.4% while one unit increase in ITH variable decreases it by 6% provided 

that all other independent variables are held constant against moderate and low level of hu-

man development rate. One unit increase in IH variable increases odds of high level human 

development rate by 5.9% while one unit increase in IKS variable increases it by 10.9% and 

one unit increase in SH variable increases it by 26.7% against moderate and low level of 

human development rate. Thus, the most important variable that has a positive effect on hu-

man development level is SH “health expenses” variable, the second one is IKS “number of 

internet users” variable and the third one is IH “export” variable while the most important 

variable with negative effect is BÖO “infant mortality rate”. 

For the number of categorical variables, M-1=2 cut-off value is obtained. 

  

Ordered logistic regression model which is established for dependent variable with 

3 categories used for calculation of probabilities is shown in Table 5.  

 

Z=∑ 𝛽𝑘𝑋𝑘 =𝐾
𝑘=1 −0,132BÖO+1,37*10

-12
GSMH+0,017LKO – 0,076BY-1*10

-11
DYY – 5,38*10

-

6
ET 

 – 3,42*10
-7
EÜ+0,051E+0,058IH+0,104IKS-0,005ISZ-0,062ITH-0,006MTAS+0,237SH 

  

Probabilities will be calculated by ordered logistic regression model.Z values ob-

tained from the above equation will be written in the formulas below and the class the coun-

tries belong to as per their human development levels will be determined by calculating prob-

ability values of moderate, developed and highly developed index of countries. 

𝑃(𝑌 = 0) = 1 −
exp (𝑍𝑖−𝑐𝑢𝑡1)

1+exp(𝑍𝑖−𝑐𝑢𝑡1)
 = probability values of moderate development index, 

𝑃(𝑌 = 1) =
exp (𝑍𝑖−𝑐𝑢𝑡2)

1+exp (𝑍𝑖−𝑐𝑢𝑡2)
−

𝑒𝑥𝑝(𝑍𝑖−𝑐𝑢𝑡1)

1+exp(𝑍𝑖−𝑐𝑢𝑡1)
 = values of development index, 

𝑃(𝑌 = 2) =
exp (𝑍𝑖−𝑐𝑢𝑡2)

1+exp(𝑍𝑖−𝑐𝑢𝑡2)
 = probability values of high development index, 

 

Probability Values of Human Development Index of Turkey in 2010: 

𝑍1(𝑥𝑖) = −0,132*BÖO(16)+1,37*10
-12 

*GSMH(7,31E+11)+0,017*LKO(56)–0,076*BY(9,29)+ 

-1*10
11 

*DYY(9,04E+09)–5,38*10
-6 *

ET(105133,1)–3,42*10
-7 

*
EÜ(32225)+0,051*E(5,7)+0,058I*H(21)+0,104I*KS(39,8) 

-0,005I*SZ(11,9)-0,062*ITH(27)-0,006*MTAS(85)+0,237*SH(6,7)=3,441 

 

𝑍𝑖 − 𝑐𝑢𝑡1 = 3,441 − 1,563 = 1,878 

𝑍𝑖 − 𝑐𝑢𝑡2 = 3,441 − 6,487 = −3,046 

P(Y=0)= 0,133,probability of being a moderately developed country, 

P(Y=1)=0,822, probability of being a developed country, 

P(Y=2)=0,045, probability of being a highly developed country,  

It’s determined that Turkey, which was included in the category of developed coun-

tries for human development in 2010, was classified correctly in the category of developed 

countries for human development with the highest probability result of 0.822 by ordered lo-

gistic regression analysis. 
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Probability Values of Human Development Index of Turkey in 2011: 

𝑍1(𝑥𝑖) = −0,132*BÖO(15)+1,37*10
-12

 *GSMH(7,75E+11)+0,017*LKO(61)–0,076*BY(8,8)-

1*10
11

*DYY(1,6E+10)–5,38*10
-6 

*ET(112458,7)–3,42*10
-7 

*EÜ(32064)+0,051*E(8,6)+0,058*IH(24)+0,104*IKS(43,1)-0,005*ISZ(9,8)-0,062*ITH(33) 

-0,006*MTAS(89)+0,237*SH(6,7)=3,916 

𝑍𝑖 − 𝑐𝑢𝑡1 = 3,916 − 1,563 = 2,353 

𝑍𝑖 − 𝑐𝑢𝑡2 = 3,916 − 6,487 = −2,571 

P(Y=0)= 0,087, probability of being a moderately developed country, 

P(Y=1)=0,842, probability of being a developed country, 

P(Y=2)=0,071, probability of being a highly developed country,  

It’s determined that Turkey, which was included in the category of developed coun-

tries for human development in 2011, was classified correctly in the category of developed 

countries for human development with the result of 0.842 by ordered logistic regression anal-

ysis. 

 

Probability Values of Human Development Index of Turkey in 2012: 

𝑍1(𝑥𝑖) = −0,132*BÖO(14)+1,37*10
-12 

*GSMH(7,89E+11)+0,017*LKO(62)–0,076*BY(2,2) 

-1*10
11 

*DYY(1,26E+10)–5,38*10
-6 

*ET(115701,2)–3,42*10
-7 

*EÜ(31117)+0,051*E(6,8)+0,058*IH(26)+0,104*IKS(45,1) 

-0,005*ISZ(9,3)-0,062*ITH(32)-0,006*MTAS(91)+0,237*SH(6,7)=4,891 

𝑍𝑖 − 𝑐𝑢𝑡1 = 4,891 − 1,563 = 3,328 

𝑍𝑖 − 𝑐𝑢𝑡2 = 4,891 − 6,487 = −1,596 

P(Y=0)= 0,035, probability of being a moderately developed country, 

P(Y=1)=0,797, probability of being a developed country, 

P(Y=2)=0,168, probability of being a highly developed country,  

It’s determined that Turkey, which was included in the category of developed coun-

tries for human development in 2012, was classified correctly in the category of developed 

countries for human development with the result of 0.797 by ordered logistic regression anal-

ysis.  

In this way, Turkey’s human development rate was successfully classified. 

 

Table 6. Marginal Effects on Probability 

Variable 

Probability of  

Moderate Development 

Probability of  

Development 

Probability of  

High Development 

BÖO 0,0017023 0,0285864 -0,0302887 

GSMH -1,76E-14 -2,96E-13 3,14E-13 

LKO -0,0002201 -0,0036953 0,0039154 

BY 0,0009831 0,0165083 -0,0174914 

DYY 1,29E-13 2,17E-12 -2,30E-12 

ET 6,92E-08 1,16E-06 -1,23E-06 

EÜ 4,40E-09 7,39E-08 -7,83E-08 

E -0,0006499 -0,0109138 0,0115637 

IH -0,0007436 -0,0124877 0,0132313 

IKS -0,0013342 -0,0224047 0,0237389 

ISZ 0,0000608 0,0010203 -0,0010811 

ITH 0,0007969 0,0133821 -0,014179 

MTAS 0,0000785 0,0013188 -0,0013973 

SH -0,0030488 -0,0511975 0,0542463 
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Marginal effects show the effect of one unit change of average on the probability of 

dependent variable categories. In order to calculate marginal effects, mfx command was run 

in Stata 11.2 software. When statistically significant variables are taken into consideration in 

the equation of ordered logistic regression and provided that all other variables are held con-

stant, one unit increase in BÖO variable decreases the probability of being a highly developed 

country with regards to human development by 3% while it increases the probability of being 

a developed country with regards to human development by 2.9% and being a moderately 

developed country with regards to human development by 0.17%. 

One unit increase in IHT variable decreases the probability of being a highly devel-

oped country with regards to human development by 1% while it increases the probability of 

being a developed country with regards to human development by 1% and being a moderately 

developed country with regards to human development by 0.08%. 

One unit increase in IH variable increases the probability of being a highly developed 

country with regards to human development by 1% while it decreases the probability of being 

a developed country with regards to human development by 1% and being a moderately de-

veloped country with regards to human development by 0.07%. 

One unit increase in IKS variable increases the probability of being a highly devel-

oped country with regards to human development by 2% while it decreases the probability of 

being a developed country with regards to human development by 2% and being a moderately 

developed country with regards to human development by 0.1%. 

One unit increase in SH variable increases the probability of being a highly devel-

oped country with regards to human development by 5% while it decreases the probability of 

being a developed country with regards to human development by 5% and being a moderately 

developed country with regards to human development by 0.3%. 

 

Table 7. Classification Success of Ordered Logistic Regression Analysis 

Ordered Logistic  

Regression Analysis 

Estimated Group 

Accuracy  

Rate 

Moder-

ate 

Devel-

oped 

Highly  

Developed 

Total 

Observed  

Group 

Moderate 44 9 0 53 83 

Developed 7 66 5 78 84,6 

Highly  

Developed 

2 6 105 113 92,9 

Total 53 81 110 244 88,1 

 

Table 7 shows the results of 244 countries’ human development level classification re-

sults by using ordered logistic regression analysis. Ordered logistic regression analysis of de-

velopment classification variable showed that 44 of 53 moderately developed countries, 66 of 

78 developed countries and 105 of 113 highly developed countries were estimated accurately 

hence achieving 83% success rate for moderately developed countries, 84.6% for developed 

countries and 92.9% for highly developed countries. Total classification success for all coun-

tries is 88.1%. 

 

4.5. Artificial Neural Networks Analysis 

 Matlab R2012a computer software was used to establish artificial neural net-

work models. In order to determine the appropriate artificial neural network method, trial-
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and-error method is commonly used and many tests are performed. In this context, different 

combinations of parameters including number of hidden layers, number of nodes in hidden 

layers, momentum term, activation function, number of cycles were tested on both the training 

set and the test set to find the best performing network. Elman artificial neural network, multi 

layer artificial neural network and LVQ network were used as artificial neural networks in this 

study. 

Table 8: Parameters of Elman ANN, Multi Layer ANN and LVQ Network 

Network type 

Elman Multi Layer LVQ 

ANN ANN ANN 

Learning Algorithm 

Levenberg-

Marquardt  

Optimiza-

tion 

(Supervised 

Learning) 

Levenberg-

Marquardt  

Optimiza-

tion 

(Supervised 

Learning) 

Learnk 

(Reinforce-

ment Learn-

ing) 

Learning Rule 

Gradient de-

scent  

rule 

Gradient de-

scent  

rule 

Kohonen rule 

Number of Nodes in Entrance Layer 14 14 14 

Number of Hidden Layers 1 1 1 

Number of Nodes in Hidden Layer 9 9 10 

Number of Nodes in Exit Layer 3 3 3 

Learning Ratio 0,01 0,01 0,01 

Number of Cycles 21 28 110 

Learning Time (seconds) 1 2 192 

Transfer Function for Hidden Layers Tansig Tansig 

Learnlv1 

(LVQ1 weight  

learning func-

tion) 

Transfer Function for Output Layer Purelin Purelin Purelin 

Training Function of BackPropagation Network Trainlm Trainlm 

No back prop-

agation 

 

The network structure of the models with the best number of layers and nodes for 

ANN used for classification estimation is given in Table 8. Elman ANN, multi-layer ANN and 

LVQ models were used to classify human development levels of countries. All three models 

had 14 nodes in the input layer and this gives the results of 14 independent variables after 

normalization used in classifying human development levels. Multi-layer ANN and Elman ANN 

had 1 hidden layer with 9 nodes in each layer while the LVQ had 10 nodes in hidden layer. 

In order perform three-category classification in Elman ANN, multi-layer ANN and LVQ net-

work, there were 3 nodes in the output layer. Figure 5 shows the architectural structure of 

ANN Models developed by Matlab 2012 program.  
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Figure 5. Models Developed by Matlab Program to Classify Human Development Level of 

Countries 

 

After the training processes were completed for the established ANN models, nu-

merous tests were performed. For Elman ANN and multi-layer ANN models, the following 

learning algorithm gave the best classification results for human development rate of coun-

tries: Levenberg-Marquardt Optimization learning algorithm, "tansig” as the sigmoid transfer 

function in hidden layers, "purelin" as the transfer function in output layer and "trainline "func-

tions for training of back propagation network. Final ANN models, which provided the best 

classification results for human development levels are given in Figure 1. Reinforcement learn-

ing algorithm was used as the learning algorithm for LVQ networks, LVQ1 weight learning 

function was used in hidden layers and “purelin” functions were used for output layer. The 

most appropriate neural network models were selected as 14-1-3 for Elman neural ANN, Multi 

layer ANN and LVQ network. 

 

Figure 6. Cycling Performance of ANN Models 

 

Figure 6 shows the cycling performance of ANN models. At the beginning, 1000 

iterations were given for the training of the established artificial neural networks and Elman 
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ANN spent 1 second for 21 iterations, multi layer ANN spent 2 seconds for 28 iterations and 

LVQ network spent 192 seconds for 110 iterations and completed the learning process. 

 

Table 9. Classification Success of Elman ANN Analysis 

Elman ANN 

Estimated Group Ac-

cu-

racy 

Per-

cent-

age 

Mod-

erate 

Devel-

oped 

Highly  

Developed 

Total 

Ob-

served 

Group 

Moderate 48 5 0 53 90,6 

Developed 0 74 4 78 94,9 

Highly  

Developed 

2 3 108 113 95,6 

Total 50 82 112 244 94,3 

 

Table 9 shows the results of 244 countries’ human development level classification 

results by using Elman ANN. Elman ANN analysis of development classification variable 

showed that 48 of 53 moderately developed countries, 74 of 78 developed countries and 108 

of 113 highly developed countries were estimated accurately hence achieving 90.6% success 

rate for moderately developed countries, 94.9% for developed countries and 95.6% for highly 

developed countries. Total classification success for all countries is 94.3%. 

 

Table 10. Classification Success of Multi Layer ANN Analysis 

Multi Layer ANN 

Estimated Group Accu-

racy 

Per-

cent-

age 

Moder-

ate  

Devel-

oped 

Highly  

Developed 

Total 

Ob-

served 

Group 

Moderate 53 0 0 53 100 

Developed 2 75 1 78 96,2 

Highly  

Developed 

2 2 109 113 96,5 

Total 57 77 110 244 97,1 

 

Table 10 shows the results of 244 countries’ human development level classification 

results by using Multi Layer ANN. Multi Layer ANN analysis of development classification var-

iable showed that 53 of 53 moderately developed countries (all of them), 75 of 78 developed 

countries and 109 of 113 highly developed countries were estimated accurately hence achiev-

ing 100% success rate for moderately developed countries, 96.2% for developed countries and 

96.5% for highly developed countries. Total classification success for all countries is 97.1%. 

 

Table 11. Classification Success of LVQ Network Analysis 

LVQ 

Network 

Estimated Group Accu-

racy 

Per-

cent-

age 

Moder-

ate  

Devel-

oped 

Highly  

Developed 

Total 
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Ob-

served 

Group 

Moderate 46 7 0 53 86,8 

Developed 13 62 3 78 79,5 

Highly  

Developed 

4 8 101 113 89,4 

Total 63 77 104 244 85,7 

 

Table 11 shows the results of 244 countries’ human development level classification 

results by using LVQ network analysis. LVQ network analysis of development classification 

variable showed that 46 of 53 moderately developed countries, 62 of 78 developed countries 

and 101 of 113 highly developed countries were estimated accurately hence achieving 86.8% 

success rate for moderately developed countries, 79.5% for developed countries and 89.4% 

for highly developed countries. Total classification success for all countries is 85.7%. 

 

5. Conclusion 

 

In this study, human development level of countries were classified by using ordered 

logistic regression, Elman ANN, multi layer ANN and LVQ network. Multiple classification 

methods were used to determine the relation between moderately developed, developed and 

highly developed countries as the dependent variable with ordered variable of 3 categories 

and 14 independent variables. The data of 81 countries, which has United Nations Develop-

ment Program’s Human Development Index, between the years of 2010-2012 were used in 

this study.  

In ordered logistic regression analysis among 14 independent variables, it was ob-

served that BÖO “infant mortality rate” and ITH “import” had a statistically significant negative 

effect while IKS “number of internet users”, IH “export” and SH “health expenses” a statistically 

significant positive effect. Thus, the most important variable that has a positive effect on human 

development level was SH “health expenses” variable and the second one was IKS “number 

of internet users” varible while the most important variable with negative effect was BÖO 

“infant mortality rate”. Marginal effects for independent variables were calculated. It was ob-

served that one unit increase in the most important variable SH increases the odds of being a 

highly developed country with regards to human development by 5% while the second most 

important variable IH increases this odd by 1%. The classification of Turkey, which was classi-

fied as a developed country with regards to human development in 2010, 2011 and 2012, 

was successfully estimated by using ordered logistic regression analysis. 

For ANN, which is another classification technique for human development level; 

Elman ANN, multi layer ANN and LVQ network were used. For classification estimation, there 

was 1 hidden layer for Elman, Multi layer ANN and LVQ. For Elman ANN and Multi layer ANN, 

9 nodes were used in hidden layers, and 10 nodes were used in LVQ network. 
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Chart 1. Performance Criterion for All Four Methods of Analysis 

Chart 1 shows percentage values of all four methods of analysis for moderate, de-

velopment and high development levels and the overall classification accuracy. Multi Layer 

ANN analysis had the best performance among all. Its classification success was 100% for 

moderately developed countries, 96.2% for developed countries and 96.5% for highly devel-

oped countries. As a result of comparison of analyses, it’s seen that Muli Layer ANN provides 

results with a higher accuracy percentage compared to Elman ANN while ordered logistic 

regression analysis provides results with a higher accuracy compared to LVQ network. In all 

four methods of analysis, it was proved that Multi Layer ANN had a better performance com-

pared to the other three methods with regards to total classification results of moderately, 

developed and highly developed countries. 
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ANNEX-1 Human Development Levels by Countries 

Country Development Level Country Development Level 

Germany Highly Developed Guatemala Moderately Developed 

USA Highly Developed Georgia Developed 

Australia Highly Developed Croatia Developed 

Austria Highly Developed The Netherlands Highly Developed 

Azerbaijan Developed Honduras Moderately Developed 

Belgium Highly Developed England Highly Developed 

Bolivia Moderately Developed Ireland Highly Developed 

Bosnia and Herzegovina Developed Spain Highly Developed 

Brazil Developed Israel Highly Developed 

Bulgaria Developed Sweden Highly Developed 

Algeria Developed Switzerland Highly Developed 

Czech Republic Highly Developed Italy Highly Developed 

China Moderately Developed Iceland Highly Developed 

Denmark Highly Developed Jamaica Developed 

Dominic Republic Moderately Developed Japan Highly Developed 

Ecuador Moderately Developed Canada Highly Developed 

El Salvador Moderately Developed Kazakhstan Developed 

Estonia Highly Developed Cyprus Highly Developed 

Morocco Moderately Developed Kyrgyzstan Moderately Developed 

Philippines Moderately Developed Colombia Developed 

Finland Highly Developed Korea Highly Developed 

France Highly Developed Costa Rica Highly Developed 

 

Country Development Level Country Development Level 

Latvia Developed Serbia Developed 

Lithuania Developed Slovenia Highly Developed 

Luxemburg Highly Developed Slovakia Highly Developed 

Hungary Highly Developed Sri Lanka Moderately Developed 

Macedonia Developed Syria Moderately Developed 

Malaysia Developed Saudi Arabia Developed 

Malta Highly Developed Chile Developed 

Mexico Developed Thailand Moderately Developed 

Egypt 
Moderately Devel-

oped 

Trinidad and 

Tobago 

Developed 

Moldova 
Moderately Devel-

oped 
Tunisia 

Developed 

Nicaragua 
Moderately Devel-

oped 
Turkey 

Developed 

Norway Highly Developed Ukraine Developed 

Pakistan 
Moderately Devel-

oped 
Uruguay 

Developed 

Panama Developed Jordan Developed 

Paraguay 
Moderately Devel-

oped 
Venezuela 

Developed 

Peru Developed   

Poland Highly Developed   

Portugal Highly Developed   

Romania Developed   

Russia Developed   

New Zealand Highly Developed   

Greece Highly Developed   
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Abstract 

Due to the growing acceptance of project management, the application of appropriate 

knowledge, processes, skills, tools and updated and new techniques can affect the success of 

project. Risk of project implementation has always been discussed in prosperity or not reaching 

the desired goal, and due to complex world, the updated techniques and tools must be used 

for measuring of this kind of risk. So the purpose of this paper is to evaluate this risk in various 

situations with the new models that its name is generalized TOPSIS and also used BP that it is 

one of the important tools before the implementation of the project. In this method the new 

concept is used; as peril, hazard and risk. A case study of the proposed model will be 

introduced in the MATLAB that the end method is modeled in it. The sensitivity analysis of the 

proposed method are discussed in the next and will be measured by using the Microsoft Excel. 

Keywords: Project management, Peril, Hazard, Implementation risk, Business plan, 

Generalized TOPSIS model, Sensitivity analysis 

 

1. Introduction 

 

Innovation is the origin and driving force of economic growth in the post-industrial 

era. The competitiveness of the national economy is stably provided Only by new products and 

improving existing products. In today's dynamic world innovation is accelerating and goods 

quickly are copied.[15] But should we act hastily? Business executives in years ago have tried 

using techniques such as total quality management to restrain implications of changes in their 

business processes. Approach such as total quality management allows administrators to min-

imize the risk of changes with the scientific methods and run their business management step-
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by-step. Bur developments in the economies that are take place recently, need the new re-

quirements in its business scope. In the new economic situation, different firms and organiza-

tions need more agility and flexibility to accept the changes that have been inevitable.[13] 

Therefore many managers want to know how they can beget greatest change in the business 

process in the shortest time and at the same time minimize the risk of changes. Sometimes 

the change is necessary because without it business is highly declined and can not compete 

with other actors in the economy. However, if changes are not made intelligently, the risks will 

be created for the business that they may undermine the philosophy of all actions and efforts. 

[7] 

 

2. What is Business Plan? 

 

James Short and Davenport in 1990 in an article define the idea of designing busi-

ness plan in this way: " Analysis and design of cycles and new business processes." Design of 

business processes means analyzed delicately business and designed the existing processes to 

achieve significant improvements in business efficiency. In the TQM improvement process and 

more modification are based on statistical control of the business situation, while the process 

of innovation and change in the design of business processes is based more on the role of 

information technology. So from this point to discuss IT is come in the change management 

and business process. In the methodology of designing business process the issue is to make 

rapid changes that the tools of these changes are IT. Sometimes these changes are to create 

environmental sustainability that beget IT-based tools and systems and sometimes IT is used 

to implement changes in business processes. [17] 

 

2.1 Why do you need BP? 

According to the definition business plan is a plan that determines the future and develops a 

business and and often takes a period of several years. [24] Indeed it is a document that 

expresses company actions is in a specified period and typically includes a detailed list of the 

risks and uncertainty and analyzes them. [25] Consequently, it is a tool for predicting and 

managing better of existing businesses or new ones. These works can be accomplished 

through focus on priorities, monitoring and evaluating progress and contributing to achieve 

the predetermined objectives. Such a plan would enable individuals to gain necessary prepa-

ration for promotion programs in various stages of businesses. [4] In fact, the plan is to respond 

such question as; why? What thing? How to? Who? What time? How much? And One of the 

stages of preparation of it is the assessment of the business risk. [25]  

 

3. Risk and its management 

 

Risk in general is probability of incurring losses, and project risk is an uncertain and 

plausible event and if it occurs, it affects on the positive impact of the project results and 

objectives (opportunities) or negative impact (threats). [18] Consequently, it is essential in to-

day's world, the risks should be identified and also controlled. So discussion of risk manage-

ment is important too. Risk management is the systematic process that develops and imple-

ments to increase the positive risks (opportunities) and reduce the negative risks (threats).[23] 

For management policy the Risk Management is one of the good tools in any organization 
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that he can reduce them by checking and evaluating of existing risks in the system. This tool 

is widely used in investment, project management, etc. [21] 

 

4. The position of risk management in project management 

 

Project management is a process that plans, organizes, directs and controls the con-

text of project implementation by the possible ways to achieve the desired objectives. In other 

words, it is a process that coordinates all components of a project. [14] The risk management 

process is continuously carried out in the project life cycle. [8] 

In figure 1 the project management has been modeling and the position of RM is 

showed in it. [22] 

 

Figure 1. Project management model 

 

5. The main steps in the implementation of risk management [6] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Identifying probable risks 

Assessing the cost and benefit of 

approach 

Assessing the impact of proba-

ble risks 

Measuring and estimating risks Finding opportunities and ap-

proach for dealing with risks 

Analyzing the project risk in order to decide about rejecting, transferring, reducing 

the volume or keeping our project. 

Evaluation of implementation of 

the project 
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                     Figure 2. Implementation of risk management  
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6. Benefit of RM in the project 

 

RM has produced criteria and procedures that persons, financial institutions (commercial 

and industrial) and non-profit organizations and governments can use it in evaluating prospective 

of job and controlling and also financing hazard. Accordingly risk management manage the risks 

by systematic approach. Therefore always in working it is important to respond to two basic ques-

tions about probable future events: The first question is "what will happen?" The second one is that 

"what should we do?" Risk management planes to deal with possible future events. [11] Also it 

provides the ability for project manager to reduce the risk of failing in achieving the specified 

benefits by creating the efficient rating system in the process of project implementation, resourcing 

allocation and activities implementation and phases of project. [2] 

 

7. The relationship between risk management and business plan: 

 

By definition that has been presented can see that the risk management and business 

plan are closely related. To be able to face the peril before it individuals must be prepared to 

deal with it. As a result, the business plan can be identified risks. 

But it should be noted that the business plan is based on a number of assumptions 

stated. Regardless of whether you have considered assumptions carefully, The probability that 

everything goes exactly according to your plan is too low. So if you plan for probable outcome, 

you're ready to run. It is very important that know areas of your business plan as fragile and 

vulnerable. [16] 

Due to fallow the business plan can be used to manage and control project risks: 

1- It can help manager or entrepreneur to specify, focus and examine the aspects and 

development of their project. 

2- Creates logical and accepted framework in which a work can be developed and 

measures related to the profession will follow in the next few years. 

3- Offers criteria for the assessing the situation of a real business to what it should be. [24] 

 

8. Research issue 

 

The purpose of this article is to measure the risk of project implementation in different 

situations. In fallowing mathematical model offers for reaching to the aim. 

Some assumption in this model must be considered: 

1- The main objective of the model is to optimize the locating of project and measure the risk 

of project implementation in different places. 

2- It is assumed that by changing the location of the project the ratio of cost and income is 

constant. [10] 

𝐶1

𝐼1
=

𝐶2

𝐼2
= ⋯                                  (1) 

Ci= the cost made by project in the i location 

Ii= income of project in the i location 

3- In this model risk is created only as a threat and do not consider the positive aspects of it. 

Indeed ,for example, the rate is 0.9 implies that if the probable or unlikely event occurs , 

probability of threat in that location is equal to 0.9. And it does not mean that 90% can be 

converted to an opportunity or a threat. [19]  
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9. Methodology  

 

1- Obtain an indicator that during the project create risk if the amount of them 

change. 

2- Rank the locations of project with the TOPSIS model. This method is based on CLi 

criterion and projects will be ranked by this criterion. CLi of alternative that is 

higher that ones is in priority. [12] But then you will see that what is important to 

choose the project is probability of peril. 

Before continuing some definition need to determine: 

Peril: It is a situation that can lead to an accident or incident. 

Risk: It is a chance of peril detonating to an accident or incident. 

Hazard: Personal injury arising out of an accident, direct or indirect financial loss 

caused by incident or accident is known hazard. 

Consequences: It is a condition that occurs as a result of actual peril. 

Peril= Financial hazard * Risk [8] 

Probability (peril)= probability (financial hazard) * probability (risk) 

Probability of peril= probability of financial hazard causing * probability of risk 

𝑷𝒑𝒊
= 𝑷𝒇𝒉𝒊

∗  𝑷𝒓𝒊                                      (2) 

So for choosing project not only the risk is important, but also financial hazard is 

important, too. In fact, what it is important to choose the project is probability of peril.  

3- Calculate the probability of the risk 

1 − 𝐶𝐿𝑖 = 𝑃𝑟𝑖
                                       (3) 

CLi: index ranking of TOPSIS method 

𝑃𝑟𝑖
 = risk probability in i-th location 

4- Calculate the probability of financial hazard 

For calculating this parameter at first it is required to calculate the financial hazard 

for each of the locations in each of the indicators. 

4.1 Method of calculating the financial hazard for each of the indicators 

Financial hazard for any indicator per unit loss should be estimated for each location. 

𝑓ℎ𝑖𝑗 = 𝑃𝑖𝑗(𝑐𝑟𝑒𝑎𝑡𝑒 𝑙𝑜𝑠𝑠) ∗ 𝐶𝑂𝐼𝑖𝑗                     (4) 

i=1,2,….,n 

j= 1,2,….,m 

fhij= financial hazard for i location in the j indicator 

COIj (cost or income)= For j indicator when threat is created in the project 

the amount of cost become high or the amount of income become low 

 

4.1.1 Calculate COIj 

COI amount depends on the type of index that any of its damage to which part of 

the plan. It may be changed the cost or income. Cost may increase or income may decrease. 

Depending on the nature of index by the business plan the amount of costs or incomes that 

the index are influences them consider as amount of COI for that index. For example, consider 

the  supply of raw materials indicator for the construction of the sugar production factory. If 

the cost of material become high, it's influence the cost. So the cost change. As a result, this 

index COI is equal to the amount of cost. 

 

4.1.2 Method of calculating the Pij(create loss) 
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Depending of the type of index that is quantitative or qualitative, calculating the 

probability of losses is different. 

4.1.2.1 Probability of losses by the qualitative index 

Weighted index for the j-th criterion (wj) in the TOPSIS model indicates that the this 

criterion affects the project with the amount of wj%. As a result, when the level of criterions 

become low probability of the creating loss for the project is wj. 

𝑃𝑖𝑗(𝑐𝑟𝑒𝑎𝑡𝑒 𝑙𝑜𝑠𝑠) = 𝑤𝑗                                             (5) 

4.1.2.2 Probability of losses by the quantitative index 

𝑃𝑖𝑗(𝑐𝑟𝑒𝑎𝑡𝑒 𝑙𝑜𝑠𝑠 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛) = (
𝑥𝑖𝑗

1
) 𝑤𝑖(1 − 𝑤𝑗)(𝑥𝑖𝑗−1)

                         (6) 

If the probability of creating failure or loss is wj, the probability that xij (amount of j-

th index for the i-th location in the TOPSIS model) reduces per unit, defines by the binomial 

distribution with (xij,wj) parameters. 

Exception: positive and negative indicators that are at their lowest levels they will not 

cause harm for the project. Therefore, the probability of loss for these index will be zero. 

 

4.2. Calculate  the probability of financial hazard to the entire project 

To calculate the peril probability it should be considered that all the parameters are 

not gone up or down at the same time to cause harm for the project. 

𝑃𝑖(ℎ𝑎𝑧𝑎𝑟𝑑 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑖 − 𝑡ℎ 𝑝𝑟𝑜𝑗𝑒𝑐𝑡) =
𝑓ℎ𝑖

𝑓ℎ𝑇
                            (7) 

𝑓ℎ𝑖 = ∑ 𝑓ℎ𝑖𝑗
𝑚
𝑗=1                                                                          (8) 

𝑓ℎ𝑇 = ∑ 𝑓ℎ𝑖
𝑛
𝑖=1                                                                           (9) 

 

FHi= financial hazard for the i-th location 

FHij= financial hazard for i location in the j indicator 

FHT= all project financial hazard for total locations 

It must estimate the probability that at least one of the m index create financial haz-

ard to the project. This probability is equal to: 

𝑝𝑓ℎ𝑖
= ∑ (𝑚

𝑗
) 𝑝𝑖

𝑗
(1 − 𝑝𝑖)𝑚−𝑗𝑚

𝑗=1                                 (10) 

𝑝𝑓ℎ𝑖
= probability of financial hazard creation 

m= amount of indicators 

pi= probability of fh from the i-th location 

5- Calculate the peril probability 

𝑷𝒑𝒊
= 𝑷𝒇𝒉𝒊

∗  𝑷𝒓𝒊
                                                                 (11) 

𝑃𝑝𝑖
= peril probability of i-th location 

𝑝𝑓ℎ𝑖
= probability of financial hazard creation 

𝑃𝑟𝑖
 = risk probability in i-th location 

𝑃𝑝𝑖
 represents the parameter that in this article known as risk of the project imple-

mentation in different situations. The more peril probability (𝑃𝑝𝑖
)  is less, the more project is 

ideal.  

 

 

10. Case Study: appropriate location for Municipal solid waste land-

fills using geographic information system (GIS) and Analytical Hierar-

chy Process (AHP) (Case study of Iran (city: Ilam)) 
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In this paper we introduce 12 indexes that their weights of each index were deter-

mined according to the AHP method. Based on geographic information systems and indicators 

top priority (location 1) have been selected from 3 locations. 

Some assumptions are considered for comparison: 

1- Impact indicators and weights of them is intended according to the thesis. 

2- Decision matrix according to the definitions in the thesis, is prepared by an expert. 

3- COI matrix is expressed with respect to the business plan of the project. 

 

10.1. Decision matrix and indicators weights 

Table 1. Decision matrix and indicators weights 

Indicators Type of in-

dicators 

Weights Loca-

tion 1 

Location 

2 

Location 

3 

Far from city Quantita-

tive 0.212 6 7 4 

Far from airport Qualitative 0.167 6 7 6 

Stay away from the blue 

zone 

Qualitative 

0.13 8 6 8 

Stay away from the main roads Quantita-

tive 0.104 6 4 8 

Slope Quantita-

tive 0.09 8 6 4 

Stay away from protected areas Qualitative 0.068 7 7 7 

Geology Quantita-

tive 0.06 5 8 7 

Land use  Qualitative 0.048 8 6 8 

Stay away from the village Qualitative 0.041 7 7 7 

Fault  Qualitative 0.033 7 7 7 

Height  Quantita-

tive 0.026 8 6 4 

Precipitation Qualitative 0.021 6 6 6 

 

10.2. Calculate the relative proximity index and risk probability 

Table 2.  Relative proximity index and risk probability 

Location 1 Location 2 Location 3 

CL 0.633 0.592 0.381 

Pr 0.367 0.408 0.619 

 

10.3. COI matrix 

Table 3. COI index 

Indicators COI (dollars per ton) 

Far from city 0.51 

Far from airport 0.51 

Stay away from the blue zone 0.51 

Stay away from the main roads 0.51 

Slope 93.75 

Stay away from protected areas 0.51 

Geology 93.75 

Land use  93.75 

Stay away from the village 0.51 

Fault  973.75 

Height  973.75 

Precipitation 973.75 
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10.4. Calculate the probability of financial hazard 

Table 4. Probability of financial hazard 

Location 1 Location 2 Location 3 

Pfh 0.99998997436 0.999997555 0.99999980368 

 

10.5. Measuring risk of the project implementations 

Table 5. Risk of the project implementation 

Location 1 Location 2 Location 3 

Pp 0.366561994 0.407779 0.6194821 

 

Location 1 with the lowest risk (36.66%) is selected as the preferred location. Risk of 

the project implementation in location 2 is 40.78%  and in location 3 is 61.94%. This ranking 

is consistent with the end priorities of the thesis. But this method shows risk and also ranking. 

In any decision method risk has not been investigated and values obtained from the 

models are used to rank the options. For this reason, this method is distinct from other meth-

ods. Furthermore in the next section another distinctive feature of this method will be specified.  

 

11. Sensitivity analysis of the proposed method (as used in this case) 

using a stability index 

 

Sensitivity analysis (SA) is the study of how the uncertainty in the output of a model 

(numerical or otherwise) can be apportioned to different sources of uncertainty in the model 

input. The SA is hence considered by some as a prerequisite for model building in any setting, 

be it diagnostic or prognostic, and   in   any   field   where   models   are   used.   Kolb (quoted 

in Rabitz, 1989) noted that theoretical methods are sufficiently advanced, so that it is intellec-

tually dishonest to perform modeling without SA. [3]  

In fact, it checks the relationship between input and output of information and discuss 

the modifications that affect the output of the model. [20] There are different ways for sensi-

tivity analysis that Campolongo (2001) and Saltelli and Chan (2000) fully reviewed these 

methods. 

One of these methods is changing the index weights. But it should be noted that the 

output of this proposed model are two different things: 

1- Ranking the project locations 

2- Calculating the risk of project implementation in the site chosen 

Therefore, it is necessary to do sensitivity analysis on both output per changing the 

index weights. To change the weights of indicators it is used an index that called instability 

index and its sensitive will be discussed in those two output. [1] 

11.1. sensitivity analysis of first section 

This part is focused on changing of the final ranking of project per changing of the 

indicator weights. 

Since the thesis is used AHP method and paired comparisons for weighting the indi-

cators, for analyzing the sensitivity the instability index (L') will be used. This index indicates 

that in which extent decision maker judging can be such that the final ranking does not change. 

Therefore in the AHP matrix elements above the main diagonal should be multiplied on L
'
 and 

the elements below the main diagonal should be divided on L' (0<L
'
<1). The L 'gradually 
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reduced from the unit until the final ranking does not change. As soon as ranking changing 

causes, the decreasing of L' must be stopped and the instability index is obtained. Stability 

index (L) is defined as fallowed: 

𝐿 =
1

𝐿′                                                  (12) 

The lower the instability index is, the less sensitive model is to changes in weights. [5] 

Figure 1 shows the trend of changes in the instability index and the final result for 

the case study. According to the entries expressed first part of curves that intersect will be 

presented as an instability indicator.  

 

Chart 1: sensitivity analysis based on the instability index for the first section 

 

Decreasing L
'
 has continued until 10

-7
 but as the chart shows none of the graphs 

intersect.  So we can say that the final ranking model is not sensitive of weights changing or 

it's almost zero. This case seems reasonable. Because the ultimate goal of the model is meas-

uring the locations risk and final ranking should not be changed by changing the weights. For 

accurate investigation, this claim will be examined in future research. 

 

11.2. Sensitivity analysis for second section 

The previous section outlined that model ranking sensitivity is very few by changing 

in the weights. In this part the sensitivity analysis will be done based on the risk of implement-

ing the project in location 1 in case study by changing the weights of indicators.  

In this section we will use the instability index, too. But the difference is that amount 

of L' will decrease until the amount of deviation in risk has arrived to 5%. Chart 2 shows 

decreasing of L' and percentage of changing in the amount of risk. [5.] 
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Chart 2: sensitivity analysis based on the instability index for the second section 

According to the figure 1 when the L'=0.2, Percentage of risk changing for location 

1 is equal to 5%. As a result L=5. Since the instability index is low, so the amount of risk is less 

sensitive to changes in weight.  

 

12. Discussion and conclusion 

 

At the management level, a clear vision that is created by the use of risk management 

system is to facilitate and improve the quality of decision making in the project. To create a 

clear vision should always combine qualitative and quantitative approaches to decide better. 

[9] In this paper, new model called generalized TOPSIS method has been presented by inte-

grating the business plan as a basis for the start of a project and TOPSIS method as a quanti-

tative method for ranking decision problems. In this method three elements have defined: 

peril, financial hazard and risk and with these elements risk of project implementation 

measures and the best options is selected in the terms of the lowest risk.  

One of the attributes of this model that differentiate it from other forms of multi-

criteria decision making is that in addition to ranking options this model measures the peril 

probability and Final numbers obtained will be not applications only for ranking. 

Sensitivity analysis is also examined in this article in a particular case and has been 

identified that final ranking of the model is not sensitive relative to the weights changing and 

the method for analyzing the sensitivity is stability index and model sensitivity from this index 

is 5 relative to the 5% changing in the amount of the project implementation risk in the best 

location. Since the stability index for the peril probability of the project implementation is very 

high, the model has very few sensitivity.  

 

13. Suggestion  

 

To develop more and better the model the fallowing items will be studied in future 

research, included: 
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1- According to the first assumption in this model risk is considered as its negative 

aspect. In the future research this one can be developed and the positive aspect 

of it can be considered, too. One the way that can remove this problem is that 

after measuring the risk of project implementation this factor can again come to 

the model as a indicator and with the one of the multi-criteria decision making 

model such as TOPSIS resolved the issue. The name of this indicator can be "un-

foreseen options".  

2- One of the factors influencing the decision-making model and also this model is 

to explain the impact indicators. On the other hand the PMBOK standard is a 

complete guide for Project Management. So with Combining this standard by 

business plan and fuzzy expert system can explain effective indicators on these 

issues and define the scientific basis for the indicators. [19] 

3- About the sensitivity analysis in future article can speak better and more. Also can 

analyze sensitivity of the model with the others one. 
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Abstract 

This paper presents a general overview regarding SHA family functions. A lot of hash functions 

were proposed in the last three decades and most of them are based upon the MD construction, 

especially the MD4 family. The most popular hash functions that belong to the MD4 family are: 

MD5, the SHA family (SHA-0, SHA-1, SHA-224, SHA-256, SHA-384, SHA-512) and the RIPEMD 

family (RIPEMD, RIPEMD-128, RIPEMD-160, RIPEMD-256, RIPEMD-320). In 2004, collision 

attacks against MD5 and SHA-0 were demonstrated by Xiaoyun Wang and one year later she 

extended a theoretical attack against SHA-1. NIST took the Wang attack into serious consideration 

and decided to open a competition to develop the next secure hash algorithm, named SHA-3. 

After five years of competition NIST selected Keccak as winner. Keccak is a family of sponge 

functions. Also, this paper describes the sponge construction and its security. Various comparisons 

between SHA-3, SHA-2 and SHA-1 regarding the security strengths, performances and 

construction details are summarized. The conclusions are presented at the end of the paper. 

 

Keywords: Keccak, SHA-3, hash function, collision resistance, preimage attack, sponge 

construction 

 

 

1. Introduction 

 

Cryptographic hash functions play an important role in the current cryptographic 

protocols and they are used to ensure data integrity, data origin authentication, password 

protection, random number generation and the likes of them. They produce a fixed-length 

output, digest, that can be also treated as a fingerprint of the input data [7]. A lot of security 

protocols and applications use hash functions: digital signature scheme for authentication data 

such as DSS (Digital Signature Scheme), XML signature, computing MAC (Message Authenti-

cation Code)/HMAC (Keyed-Hash Message Authentication Code), secure communication pro-

tocols such as SSH (Secure Shell Host), SFTP (Secure File Transfer Protocol), SSL (Secure Socket 

Layer), IPSec (Internet Protocol Security) etc, Kerberos protocol for authentication and data 

integrity, PGP (Pretty Good Privacy), S/MIME (Secure/Multipurpose Internet Mail Extensions) 

for integrity of e-mail messages. 
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A hash function (ℎ: 𝑀 → 𝑀ℎ) is a function that transforms a variable-length input into 

a fixed-length output – hash value (for example, 128, 160, 224, 256, 384, 512 bits). In practice 

there are two classes of hash functions: 

1. One Way Hash Functions – OWHF 

2. Collisions Resistant Hash Functions – CRHF 

An OWHF function satisfies the following properties 

- Given a digest value 𝑑 ∈ 𝑀ℎ it is computationally infeasible to find a message 𝑚 ∈

𝑀 so that 𝑑 = ℎ(𝑚). 

- Given a message 𝑚1 it is computationally infeasible to find another message 𝑚2 ≠

𝑚1 so that ℎ(𝑚1) ≠ ℎ(𝑚2). 

For a CRHF function it is computationally infeasible to find two different messages 

𝑚1 and 𝑚2 so that ℎ(𝑚1) = ℎ(𝑚2). This means that the digests are almost unique for each 

given message. The OWHF functions are also known as one-way weak collision resistance and 

CRHF functions are also known as strong collision resistance. 

Another class of hash functions is MAC (Message Authentication Codes) that is a function 

of the symmetric key k and the message m, 𝑚 = 𝑀𝐴𝐶𝑘(𝑥). A lot of hash functions were proposed 

in the last three decades and most of them are based upon the MD (Merkle-Damgård) construction 

[8], especially the MD4 family [1]. The most popular hash functions that belongs to the MD4 family 

are: MD5 [2], the SHA family (SHA-0, SHA-1, SHA-224, SHA-256, SHA-384, SHA-512) [3] and 

the RIPEMD family (RIPEMD, RIPEMD-128, RIPEMD-160, RIPEMD-256, RIPEMD-320) [4, 5, 6]. The 

MD4 digest algorithm was developed by Ronald Rivest and the digest length is 128 bits. All oper-

ations are bitwise Boolean functions: AND, OR, XOR and negation.  Boer, Bosselaers and Hans 

Dobbertin demonstrated weaknesses in MD4 and this algorithm is not recommended for secure 

hashing [9, 10]. A new strengthened version of MD4 was introduced by Rivest in 1991 and com-

putes a 128-bit output, called MD5 and possess a collision resistance of about 264
. As MD4, this 

presented potential weaknesses because pseudo-collisions were found on its compression func-

tion. In 1993, the US National Institute of Standard and Technology (NIST) published a new mes-

sage digest standard, SHA (Secure Hash Algorithm). The first version was SHA-0 and, in 1994, a 

new version was published, SHA-1, derived from SHA-0 with some changes. SHA-0 and SHA-1 

produce an output length of 160 bit. In the absence of analytical attacks, the maximum collision 

resistance of SHA-0 and SHA-1 is of about 280
. The known attack on SHA-0 was developed by 

Joux and Chabaud [11], a differential attack that finds two messages hashing with the same value 

in about 261
evaluations. In 2000 NIST introduced three more variants of SHA-1: SHA-256, SHA-

384 and SHA-512, functions that produce a message digest with a length of: 256, 384 and 512 

bits. These functions were adopted as standard, SHA-2, by FIPS in 2002. A new modification of 

SHA-1 was introduced in 2004, SHA-224, to fit the security level of 3DES. This function was also 

included in SHA-2 standard. 

In 2004, collision attacks against MD5 and SHA-0 were demonstrated by Xiaoyun 

Wang [12]. One year later Wang extended a theoretical attack against SHA-1 and it was 

claimed that a collision search would take 269
 steps [13]. An improved version of this attack 

was presented by Wang in August 2005 with the time complexity of 263
(a brute-force search 

would require 280
 operations) [14]. Other cryptographic attacks on SHA-1 were proposed by 

Christophe De Cannière and Christian Rechberger [15], Grechnikov [16], Stéphane Manuel 

[17], Cameron McDonald, Philip Hawkes and Josef Pieprzyk [18], Marc Stevens [19]. 

Although no serious flaws were disclosed against SHA-2, NIST took the Wang attack 

into serious consideration and decided to open a competition to develop the next secure hash 
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algorithm, named SHA-3. NIST did not plan to replace SHA-2 with SHA-3, as it considered 

that both functions should co-exist. Below is the timeline of the SHA-3 selection process [20]: 

 November 2, 2007: NIST announces a request for a new cryptographic hash func-

tion – SHA-3 [21] 

 October 31, 2008: Submission deadline. 64 submissions were received from the 

international cryptography community. 

 December 10, 2008: The first round began. NIST selected 51 algorithms for 

Round 1. 

 July 24, 2009: The second round was announced. NIST selected 14 algorithms 

for Round 2. 

 December 9, 2010: The third round was announced and 5 algorithms were se-

lected: 

 BLAKE by Jean-Philippe Aumasson, Luca Henzen, Willi Meier and Raphael 

C.-W.Phan 

 Grøstl by Lars Ramkilde Knudsen, Praveen Gauravaram, Krystian 

Matusiewicz, Florian Mendel, Christian Rechberger, Martin Schläffer and 

Søren S. Thomsen 

 JH by Hongjun Wu 

 Keccak by Joan Daemen, Guido Bertoni, Michaël Peeters and Gilles Van 

Assche 

 Skein by Bruce Schneier, Niels Ferguson, Stefan Lucks, Doug Whiting, Mihir 

Bellare, Tadayoshi Kohno, Jesse Walker, Jon Callas 

 October 2, 2012: NIST selected Keccak as winner. 

 

Table 1. General information about SHA-3 finalists and SHA-2 in bits 

Algorithm 
Domain 

Extender 
Underlying Primitive 

Primitive 

size 

Hash 

size 

BLAKE HAIFA Block cipher 

k=512 

b=512 

224 

256 

k=1024 

b=1024 

384 

512 

Grøstl Grøstl A pair of permutations 

512 

512 

224 

256 

1024 

1024 

384 

512 

JH JH Permutation 1024 

224 

256 

384 

512 

Keccak Sponge Permutation 1600 

224 

256 

384 

512 

Skein UBI Tweakable block cipher 

k=512 

b=512 

t=128 

224 

256 

384 

512 

SHA-2 MD Block cipher 

k=512 

b=256 

224 

256 

k=1024 

b=512 

384 

512 

2. The SHA-2 Hash Family 
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The SHA-2 functions: SHA-224, SHA-256, SHA-384, SHA-512 are the next genera-

tion of SHA-1 function standardized by US NIST in 2002 [3]. Initially there were two functions 

in this standard: SHA-256 and SHA-512. Later, in addition, another two truncated versions 

were standardized: SHA-224 and SHA-384. The SHA-2 functions are described in detail be-

low. 

Padding the Message. The message M of length l bits is right-padded with a binary 

“1” followed by k zero bits, followed by s-bits suffix containing the binary length of the original 

message. 

 

𝑙 + 1 + 𝑘 ≡ 448 𝑚𝑜𝑑 512, 𝑠 = 64,  for SHA-224 and SHA-256      

𝑙 + 1 + 𝑘 ≡ 896 𝑚𝑜𝑑 1024, 𝑠 = 128,  for SHA-384 and SHA-512 

 

The length of the padded message should be a multiple of 512 bits. The padded 

message must be parsed into N-512 bit blocks, for SHA-224/256, respectively N-1024 bit 

blocks, for SHA-384/512, 𝑀(1), 𝑀(2), … , 𝑀(𝑁). 

Computing the Message Digest. The algorithm uses 64 (resp. 80) round functions 

for processing a single message block. An input block 𝑀(𝑖)
 is expressed as 𝑀0

(𝑖)
𝑀1

(𝑖)
. . 𝑀15

(𝑖)
, where 

𝑀𝑡
(𝑖)

 are 32-bit (resp. 64-bit) words. The words of the message schedule are labeled 

𝑊0,𝑊1, … , 𝑊𝑡, where t denotes the number of the rounds – 1, 63 for SHA-224/256, respectively 

79 for SHA-384/512. 

After the padding phase, eight working state registers a, b, c, d, e, f, g, h are initial-

ized with the (𝑖 − 1)𝑡ℎ
 hash value 𝐻0

(𝑖−1)
, 𝐻1

(𝑖−1)
, … , 𝐻7

(𝑖−1)
. The initial hash 𝐻(0)

 must be initialized 

with 32-bit constants, for SHA-224/256, respectively 64-bit constants for SHA-384/512. The 

steps for computing the message digest are described below: 

 

Step 1. Preparing the message schedule, {𝑾𝒕}: 

𝑊𝑡 = {
𝑀𝑡

(𝑖)
                              0 ≤ 𝑡 ≤ 15

𝜎1(𝑊𝑡−2) + 𝑊𝑡−7 + 𝜎0(𝑊𝑡−15) + 𝑊𝑡−16   16 ≤ 𝑡 ≤ 63 (𝑜𝑟 79)                     
 

 

For SHA-224/256, the functions 𝜎0 and 𝜎1 are defined as: 

 

𝜎0(𝑥) = 𝑅𝑂𝑇𝑅7(𝑥) ⨁ 𝑅𝑂𝑇𝑅18(𝑥) ⨁ 𝑆𝐻𝑅3(𝑥) 

𝜎1(𝑥) = 𝑅𝑂𝑇𝑅17(𝑥) ⨁ 𝑅𝑂𝑇𝑅19(𝑥) ⨁𝑆𝐻𝑅10(𝑥) 

 

For SHA-384/512, the functions 𝜎0 and 𝜎1 are defined as:   

 

𝜎0(𝑥) = 𝑅𝑂𝑇𝑅1(𝑥) ⨁ 𝑅𝑂𝑇𝑅8(𝑥) ⨁ 𝑆𝐻𝑅7(𝑥) 

𝜎1(𝑥) = 𝑅𝑂𝑇𝑅19(𝑥) ⨁ 𝑅𝑂𝑇𝑅61(𝑥) ⨁ 𝑆𝐻𝑅6(𝑥) 

 

Step 2. Initializing the variables a, b, c, d, e, f, g, h with the (𝒊 − 𝟏)𝒕𝒉
 hash value: 

 

𝑎 = 𝐻0
(𝑖−1)

, … , ℎ = 𝐻7
(𝑖−1)

 

 

Step 3. For t = 0 to 63, the following values are calculated: 

 

(1) 

 

(2) 

(3) 

(4) 

(5) 
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𝑇1 = ℎ + ∑1(𝑒) + 𝐶ℎ(𝑒, 𝑓, 𝑔) + 𝐾𝑡 + 𝑊𝑡 

𝑇2 = ∑0(𝑎) + 𝑀𝑎𝑗(𝑎, 𝑏, 𝑐) 

ℎ = 𝑔 

𝑔 = 𝑓 

𝑓 = 𝑒 

𝑒 = 𝑑 + 𝑇1 

𝑑 = 𝑐 

𝑐 = 𝑏 

𝑏 = 𝑎 

𝑎 = 𝑇1 + 𝑇2 

 

For SHA-224/256, the functions ∑0 and ∑1 are defined as: 

 

∑0(𝑥) = 𝑅𝑂𝑇𝑅2(𝑥) ⨁ 𝑅𝑂𝑇𝑅13(𝑥) ⨁ 𝑅𝑂𝑇𝑅22(𝑥) 

∑1(𝑥) = 𝑅𝑂𝑇𝑅6(𝑥) ⨁ 𝑅𝑂𝑇𝑅11(𝑥) ⨁ 𝑅𝑂𝑇𝑅25(𝑥) 

 

For SHA-384/512, the functions ∑0 and ∑1 are defined as: 

 

∑0(𝑥) = 𝑅𝑂𝑇𝑅28(𝑥) ⨁ 𝑅𝑂𝑇𝑅34(𝑥) ⨁𝑅𝑂𝑇𝑅39(𝑥) 

∑1(𝑥) = 𝑅𝑂𝑇𝑅14(𝑥) ⨁ 𝑅𝑂𝑇𝑅18(𝑥) ⨁𝑅𝑂𝑇𝑅41(𝑥) 

 

Ch and Maj are two logical functions that operate on 32-bit (64-bit) words and three 

variables, x, y, z. 

 

𝐶ℎ(𝑥, 𝑦, 𝑧) = (𝑥 ∧ 𝑦)⨁(¬𝑥 ∧ 𝑧) 

𝑀𝑎𝑗(𝑥, 𝑦, 𝑧) = (𝑥 ∧ 𝑦)⨁(𝑥 ∧ 𝑧)⨁(𝑦 ∧ 𝑧) 

 

𝐾𝑡 are round constants on 32-bit (64-bit) words, where 0 ≤ 𝑡 ≤ 63 or 0 ≤ 𝑡 ≤ 79.  

 

Step 4. Computing the 𝒊𝒕𝒉
 intermediate hash value 𝑯(𝒊)

: 

 

𝐻0
(𝑖)

= 𝑎 + 𝐻0
(𝑖−1)

, … , 𝐻7
(𝑖)

= ℎ + 𝐻7
(𝑖−1)

 

 

After processing 𝑀(𝑁)
 the resulting message digest of the message, M, is: 

 

𝐻0
(𝑁)

∥ 𝐻1
(𝑁)

∥ 𝐻2
(𝑁)

∥ 𝐻3
(𝑁)

∥ 𝐻4
(𝑁)

∥ 𝐻5
(𝑁)

∥ 𝐻6
(𝑁)

∥ 𝐻7
(𝑁)

 

 

SHA-224/SHA-384 is defined in the same manner as SHA-256/SHA-512 with 

the following differences: uses different constants initialization, 𝐻(0)
 and the message di-

gest is truncated at 224/384 bits as: 𝐻0
(𝑁)

∥ 𝐻1
(𝑁)

∥ 𝐻2
(𝑁)

∥ 𝐻3
(𝑁)

∥ 𝐻4
(𝑁)

∥ 𝐻5
(𝑁)

∥ 𝐻6
(𝑁)

, respec-

tively  

𝐻0
(𝑁)

∥ 𝐻1
(𝑁)

∥ 𝐻2
(𝑁)

∥ 𝐻3
(𝑁)

∥ 𝐻4
(𝑁)

∥ 𝐻5
(𝑁)

. 

More details about implementing SHA-2 are described in [3]. 

  

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 
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3. Merkle-Damgård construction 

 

Merkle-Damgård construction is a hash construction method which was designed by 

R. Merkle [22] and I. Damgård [23] in 1989.  

It transforms a compression function, ℎ: {0,1}𝑚𝑐 × {0,1}𝑛 →  {0,1}𝑚𝑐,  into a hash func-

tion. The 𝑚𝑐 denotes the size of the chaining value and n denotes the block size for the com-

pression function. Most of the hash functions are built upon MD construction (Figure 1). It 

begins with a padding step where the message M is padded so that the message length be-

comes a multiple of message block length, n. The most used procedure is: the message M of 

length l bits is right-padded with a binary “1” followed by k zero bits, followed by s-bit suffix 

containing the binary length of the original message, so that  

 

𝑙 + 1 + 𝑘 + 𝑠 ≡ 0(𝑚𝑜𝑑 𝑛). 

 

 

Figure 1. The Merkle-Damgård costruction 

 

The message is divided into block of n bits each, 𝑀 = 𝑀1𝑀2 … 𝑀𝑡. An initial chaining 

value is set for the hash function, publicly known initialization vector, IV, and a process is 

repeated t times: 

 

𝐻0 = 𝐼𝑉 ∈ {0,1}𝑚𝑐 

𝐻𝑖 = ℎ(𝐻𝑖−1, 𝑀𝑖), 𝑖 = 1, 2, . . , 𝑡 

 

The final 𝐻𝑡 is outputted as the hash value, i.e. 𝐻(𝑀) = 𝐻𝑡. 

If the compression function is collision resistant then the hash function itself is colli-

sion resistant, so the collision resistance is preserved. Also, the pre-image resistance and sec-

ond pre-image resistance of the compression function are preserved [22, 23]. 

 

4. Sponge construction 

 

The sponge construction is a mode of operation, based on a fixed-length permutation 

(or transformation) f, a padding rule and a parameter bitrate r, which builds a function map-

ping variable-length input to variable-length output [24]. The permutation f operates on a 

fixed number of bits, the width b. The value c = b − r is called the capacity [25]. This construc-

tion is used for building hash functions and stream ciphers. When it is used as a hash function, 

called SHA-2 Replacement Mode, the sponge function receives a variable-length input and 

produces a fixed-length output (SHA-3 224/256/384/512). If a sponge function is used as a 

stream cipher, called Variable-length Output Mode, it receives a fixed-length input and pro-

duces a variable-length output [26]. Also, the sponge functions are used for generating 

pseudo-random bits. A sponge construction can be expressed as a random permutation, 

(12) 

(13) 
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where the construction is called a P-sponge (random sponge),   or random function, where the 

construction is called a T-sponge [27]. Before the sponge construction phase is performed a 

pre-processing phase where all the bits of the state are initialized to zero, the message is 

padded to a multiple of r and cut into block of r bits. 

 

 

Figure 2. The sponge construction (Source: [24], p.13) 

 

The construction consists of two phases: the absorbing phase and the squeezing 

phase. 

 In the absorbing phase the r-bit input message blocks are XOR-ed and overwritten 

to the state, the f is applied to this state. After all blocks are processed, second 

phase is applied. 

 In the squeezing phase a part of the state is returned as output blocks and f is 

applied to the state. The process is repeated in the same manner until the number 

of the chosen blocks by the user is achieved. 

The difference between the compression functions of MD construction and the func-

tions from sponge construction is that a function used in sponge construction maps 1 bit input 

into 1 bit output. When f is expressed as a random permutation the lower bound for the com-

plexity of a collision is 𝑚𝑖𝑛(2𝑛/2, 2𝑐/2) and of a pre-image and second pre-image is 

𝑚𝑖𝑛(2𝑛, 2𝑐/2), where n is the hash size. If c ≥ 2n and f is a random function, then the sponge 

construction is differentiable from a random oracle, the strength against signature forgery is 

increased from 2𝑛/2
 to 2𝑛

. More about theory of sponge constructions and their security prop-

erties are provided in [24]. 

 

5. Keccak hash function 

 

Keccak, became the new SHA-3 standard, is a family of sponge functions. It can be 

used in two principle modes: 

- SHA-2 Replacement Mode – SHA-3 produces a fixed-length output of 224, 256, 

384 or 512 bits 

- Variable-length Output Mode – SHA-3 can generate arbitrarily many output bits, 

so it can be used as a stream cipher or pseudorandom bit generator. 

In the pre-processing phase the message m is padded as follows: 

𝑝𝑎𝑑(𝑚) = 𝑚 ∥ 𝑃10∗1, where P is the bit string representation of the message m, fol-

lowed by a 1, then by a smallest number of 0s and then again a 1, so that 𝑙𝑒𝑛(𝑃10∗1) 𝑚𝑜𝑑 𝑟 ≡

0. 

In the case of SHA-3, the width of the state, b, is: 

𝑏 = 𝑟 + 𝑐 = 5 ∙ 5 ∙ 2𝑙 , 𝑙 = 0,1, … ,6, so 𝑏 ∈ {25, 50, 100, 200, 400, 800, 1600} 
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The values b = 25 and b = 50 are not used in practice. For SHA-3 a state of b = 

1600 bits is used and  𝑟 ∈ {1088, 1344}. The parameters of SHA-3 are represented in bits, in 

Table 2: 

 

Table 2. The parameters of SHA-3 

b 

(state) 

r c 

security  

level 

hash  

output 

1600 

1600 

1600 

1600 

1344 

1344 

1088 

1088 

256 

256 

512 

512 

128 

128 

256 

256 

224 

256 

384 

512 

 

5.1 The Keccak-f permutation 

Keccak-f[b] is a permutation over 𝑍2
𝑏
. The state (figure-3) consists of a 5 × 5 array of 

64-bit words, a three-dimensional array of elements of GF(2), a[5][5][w], where 𝑤 = 2𝑙
. An 

element is denoted as a[x][y][z], 𝑥, 𝑦 ∈ 𝑍5, 𝑧 ∈ 𝑍𝑤. The string representation of the state is de-

noted as s and its bits are indexed from 0 to b-1. 

 

 

Figure 3. The state of Keccak where each small cube represents one bit (Source: [25], p.11) 

 

The mapping between the bits of a and those s is:  

 

𝑠[𝑤(5𝑦 + 𝑥) + 𝑧] = 𝑎[𝑥][𝑦][𝑧] 

 

The Keccak-f[b] function consists of 𝑛𝑟 = 12 + 2𝑙 rounds, where each round consists 

of b bits. 

 

Table 3. Number of rounds within Keccak-f (for SHA-3: b=1600, 𝑛𝑟 = 24) 

state width b number of rounds 𝐧𝐫 

25 

50 

100 

200 

400 

800 

1600 

12 

14 

16 

18 

20 

22 

24 

 

Each round consists of five sub-rounds, denoted by Greek letters: 

𝜃(𝑡ℎ𝑒𝑡𝑎), 𝜌(𝑟ℎ𝑜), 𝜋(𝑝𝑖), 𝜒(𝑐ℎ𝑖) 𝑎𝑛𝑑 𝜄(𝑖𝑜𝑡𝑎) [25], [28]. 

(14) 
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𝜃(𝑎): 

 𝑐[𝑥] = 𝑎[𝑥, 0] ⊕ 𝑎[𝑥, 1] ⊕ 𝑎[𝑥, 2] ⊕ 𝑎[𝑥, 3] ⊕ 𝑎[𝑥, 4], 𝑥 = 0,1,2,3,4 

 𝑑[𝑥] = 𝑐[𝑥 − 1]⨁𝑟𝑜𝑡(𝑐[𝑥 + 1], 1),                                       𝑥 = 0,1,2,3,4 

 𝑎[𝑥, 𝑦] = 𝑎[𝑥, 𝑦]⨁𝑑[𝑥],                                                           𝑥, 𝑦 = 0,1,2,3,4 

𝜌(𝑎): 

            𝑎[𝑥][𝑦][𝑧] =  𝑎[𝑥][𝑦][𝑧 − (𝑡 + 1)(𝑡 + 2) ∕ 2], 𝑤ℎ𝑒𝑟𝑒 0 ≤ 𝑡 < 24, (
0 1
2 3

)
𝑡

(
1
0

) = (
𝑥
𝑦) 

 𝜋(𝑎): 

 𝑎[𝑥][𝑦] = 𝑎[𝑥′][𝑦′], 𝑤ℎ𝑒𝑟𝑒 (
𝑥
𝑦) = (

0 1
2 3

) (
𝑥′

𝑦′) 

𝜒(𝑎): 

             𝑎[𝑥] = 𝑎[𝑥]⨁(𝑎[𝑥 + 1]⨁1) ∧ 𝑎[𝑥 + 2] 

𝜄(𝑎): 

              𝑎[0,0] = 𝑎[0,0]⨁𝑅𝐶[𝑖𝑟], where 𝑅𝐶[𝑖𝑟] - round constants, 0 ≤ 𝑖𝑟 ≤ 𝑛𝑟 − 1 

 

5.2 Keccak vs. SHA-2 

After collision attacks against MD5 and SHA-0 were demonstrated by Wang in 2004 

and theoretical attacks against SHA-1 were proved to exist serious doubts that these will pose a 

practical threat against SHA-2 arose. NIST decided to simultaneously use two standards: SHA-2 

and SHA-3. The SHA-3 functions are alternatives to the SHA-2 functions. These two standards 

use different design principles: SHA-2 uses MD principle and Keccak uses Sponge construction. 

The security strengths, performances and a various details regarding construction of the func-

tions SHA-1, SHA-2 and SHA-3 are summarized in Table 4. 

 

Table 4. Comparison of SHA functions (Source: [28, 29]) 

Function 

Output 

Size 

(bits) 

Internal 

State 

size 

(bits) 

Block 

size 

(bits) 

Max mes-

sage 

size(bits) 

Rounds 

Example 

Perfor- 

mance 

(MiB/s)[

29] 

Security Strengths in Bits 

Collision Preimage 
2

nd
 

Preimage 

SHA-1 160 
160 

(5x32) 
512 264 − 1 80 192 <80 162 160-L(M) 

SHA-224 224 256 

(8x32) 
512 264 − 1 64 139 

112 224 
min(224, 

256-L(M)) 

SHA-256 256 128 256 256-L(M) 

SHA-384 384 

512 

(8x64) 
1024 2128 − 1 80 154 

192 384 384 

SHA-512 512 256 512 512-L(M) 

SHA-

512/224 
224 112 224 224 

SHA-

512/256 
256 128 256 256 

SHA3-224 224 

1600 

(5x5x64) 

1152 

Unlimited 24 - 

112 224 224 

SHA3-256 256 1088 128 256 256 

SHA3-384 384 832 192 384 384 

SHA3-512 512 576 256 512 512 

SHAKE12

8 
d 1344 

min(d/2, 

128) 

≥min(d, 

128) 

min(d, 

128) 

SHAKE25

6 
d 1088 

min(d/2, 

256) 

≥min(d, 

256) 

min(d, 

256) 

 

Keccak, as hash function, provides 224, 256, 384 and 512 bit output sizes as well as 

SHA-2. Also, Keccak can be used as a stream cipher or pseudorandom bit generator, so it 

(15) 
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supports variable output length and plays well with HMAC and KDFs. Both, SHA-2 and SHA-

3, support N/2 bit collision resistance, N preimage resistance. SHA-3, SHA-384, SHA-512/224 

and SHA-512/256 support N bit second preimage resistance, while SHA-256 and SHA-512 

support N-L(M) second preimage resistance, where N is the output size in bits and L(M) is a 

function defined as [𝑙𝑜𝑔2(𝑙𝑒𝑛(𝑀) ∕ 𝐵)], with B - the block length of the function. Keccak is very 

hardware friendly and is better suited for embedded applications that are power or cost con-

strained, but is slower than SHA-2 in software area, it overall has a good performance, fairly 

high quality, in-depth analysis [31].  

Many performance comparisons of the SHA-3 finalists and SHA-2 can be found at [20]. 

 

5.3 Security of Keccak 

The SHA-3 hash functions were designed to resist collision, pre-image, second 

preimage or length-extension attacks, resistance which should be equal or exceeds the re-

sistance that the corresponding SHA-2 functions provide [28]. More about the theory of sponge 

construction and their security properties can be found at [24], [30]. The security of Keccak has 

been thoroughly researched by a number of cryptanalysts [20]. 

Aumasson and Khovratovich provided two possible distinguishers on reduced-round 

Keccak-f[1600]. First, they detected non-ideal behavior in the algebraic description of the per-

mutation applying cube-testers. Second, the authors tried to solve the constrained-input con-

strained-output (CICO) problem using automated algebraic techniques [32, 33]. 

Aumasson and Meier presented zero-sum distinguishers. This distinguisher was ap-

plied to the inner permutation of the hash function of Keccak and succeeded up to 16 rounds 

[33, 34]. 

Boura and Canteaut extended the zero-sum distinguisher of Aumasson and Meier to 

18 rounds by analyzing the Walsh spectrum of the non-linear part and bounding the degree 

of the rounds more tightly [33], [35]. 

Boura and Canteaut extended their zero-sum distinguishers to 20 rounds [33], [36]. 

Morawiecki and Srebrny  used SAT-solver techniques to find preimages for three 

rounds of Keccak, with 40 unknown message bits [33], [37]. 

Various research papers regarding the security analysis of Keccak can be found at [33]. 

 

6 Conclusions 

 

A general overview regarding SHA family functions was presented. A brief design of 

SHA-2 and Keccak algorithms was described. Many cryptographic attacks against MD5 and SHA-

0 were demonstrated by cryptanalysts and these functions were finally broken. Wang extended a 

theoretical attack against SHA-1. After these attacks, NIST opened a new competition for the next 

secure hash algorithm, named SHA-3. Also, NIST decided to simultaneously use two standards: 

SHA-2 and SHA-3. Five finalists in this competition are BLAKE, Grøstl, JH, Keccak and Skein. 

Keccak was announced as the winner. SHA-2 and Keccak are designed completely differently: 

SHA-2 uses MD construction and Davies-Meyer compression function, while Keccak is based on 

the Sponge construction. If an attack could work on SHA-2, the same attack would not work on 

SHA-3. Both functions support the same hash lengths and Keccak can be used as a stream cipher 

or pseudorandom bit generator because it supports variable output length. Also, Keccak has higher 

performance in hardware implementations than SHA-2. Various comparisons regarding construc-

tion, performance and security strength were summarized. 
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Abstract: 

Given the mission of social work to improve people’s lives by intervening in ways to enhance their 

well-being, social work researchers are interested in the causal effects of various types of social 

interventions (de Anda, 2007; Ohmer, and Jorr, 2006; Hawkins, 2006). Statisticians, econome-

tricians, and other experts in quantitative methods tend to view randomized controlled trials 

(RCTs) as the “gold standard” when it comes to estimating causal effects, and there’s a key reason 

for this--RCTs are based on randomly assigning units to at least two different intervention groups. 

Random assignment tends to result in the groups being balanced on variables that may have a 

causal relationship with the outcome of interest other than the intervention which is the focus of 

a given study. At least one of these “balanced variables” may also be causally related to the 

intervention itself. “Balanced” means that the average values of these other variables are equal 

across the different groups. 

Key words: directed acyclic graphs, DAG, social work researchers, randomized controlled 

trials, RCT 

 

 

Introduction  

 

Variables that affect both the outcome and the intervention under study are called 

confounding variables. The fact that randomization tends to generate balance on potentially 

confounding variables means that if a researcher observes a difference (or differences) across 

intervention groups on the outcome of interest, they can be confident that this difference is 

due to the intervention being evaluated.  

The problem many social work researchers face is that RCTs are often neither ethical 

nor feasible, yet these researchers are still interested in estimating causal effects. Perhaps 

unbeknownst to many social work researchers, computer scientists have been concerned with 

causality as well. This concern has come largely out of the area of artificial intelligence (AI). 

Some of the leaders in this field are UCLA electrical engineer/computer scientist Judea Pearl 

and Carnegie Mellon faculty members Peter Sprites, Clark Glymour, and Richard Scheines 

(SGS).  

AI has focused on trying to program thinking in computers. One feature of thinking 

is thinking about causal relationships. Over the years Pearl (2000) and SGS (2000) have been 

working on the problem of how to represent thinking about such relationships in computers, 
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and they’ve developed mathematical tools for modeling such thinking. These mathematical 

tools are called causal Directed Acyclic Graphs (DAGS) and are the subject of this paper. 

Causal DAGs aren’t only useful to researchers in AI but are to quantitative research-

ers more generally who’re interested in estimating causal effects using non-experimental or 

observational data. This is so for two reasons. First, causal DAGs provide a way of precisely, 

yet intuitively, specifying a researcher’s causal assumptions. That is, they provide a language 

researchers can use to clearly state their assumptions about what is causing what. Such clarity 

allows other researchers to critically review those assumptions. Precise statements of assump-

tions and constructive critiques of them is a big part of the enterprise of science. Thus, causal 

DAGs can serve as an additional resource in a scientific approach to quantitative social work 

research.    

Second, causal DAGs provide rules for addressing the problem of confounding when 

a researcher is faced with non-experimental or observational data. These rules can be drawn 

upon to guide specification of statistical models for use in social work research. For example, 

causal DAGs can provide guidance regarding which variables ought and ought not to be in-

cluded in a regression or propensity score matching model, assuming that the causal assump-

tions encoded in a given DAG are true.  

In order to make the fairly abstract ideas discussed in this paper more concrete, I’ll 

refer to an example related to social work, more specifically social policy. I chose a social 

policy example because this is my substantive area of expertise. Hopefully, it’ll be clear how 

causal DAGs can be used in other areas of social work research as well. 

 

The Basic Income and Economic Security 

 

As any social worker will know from either professional experience or coursework in 

social policy, the U.S., like all “advanced industrialized societies,” is considered a welfare state. 

One of the hallmarks of welfare states is that, under certain conditions, they provide income 

to some of their residents that these residents don’t have to work for. By “work” I mean sell 

one’s labor in the formal labor market in return for a wage. For the purposes of this paper, I’ll 

refer to such support as government provided non-wage (GNW) income.  

Examples of GNW income programs in the U.S. are Temporary Assistance for Needy 

Families (TANF), Supplemental Security Income (SSI), Social Security, and Unemployment In-

surance (UI). In social work we tend to focus on the degree to which these programs promote 

social justice or meet people’s needs. Following this concern, I’ll focus in this paper on what 

I’ll call Economic Security, a variable meant to capture how economically or financially secure 

one feels.  

A particular type of GNW a number of social scientists have written about (Wid-

erquist, Lewis, and Pressman, 2005) is called a Basic Income (BI). BI is essentially an uncon-

ditional minimum income provided by government. That is, some level of government would 

grant all citizens or residents a minimum income without requiring recipients to engage in 

certain types of behavior in return for the benefit (e.g., enrolling in a workfare program, form-

ing “proper” family structures, voting in elections, etc.). The policy appears to be based on the 

idea that people have a right to at least a subsistence level income, regardless of whatever 

else they might or might not be doing.  

In this paper, I’ll use a hypothetical study of the causal effect of BI on Economic 

Security to provide an overview of causal DAGs. Imagine that some political jurisdictions in 
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the U.S. chose to enact a law granting their residents a BI while other jurisdictions did not. 

Those who ended up receiving or not receiving a BI weren’t randomly assigned to their “treat-

ment” groups. Instead, normal processes operating in day to day politics led to these differ-

ences in treatment. Imagine that we end up with non-experimental data for a sample of resi-

dents from various jurisdictions. For each resident we have data on whether they received BI, 

their level on the Economic Security variable, and their levels on other variables to be defined 

below. We think BI is a cause of Economic Security and we’d like to estimate this causal effect.   

     

What is meant by Cause? 

 

 Perhaps the most appropriate place to begin is with the concept of cause. In a paper 

co-authored with one of his students (Chen and Pearl, 2013), Pearl discusses cause in terms 

of probability distributions as well as expected values of outcomes. As those familiar with 

mathematical statistics know, the term “expected value” can be thought of as synonymous with 

“average”. Since social work researchers often use regression models in their work and since 

such models typically focus on expected values of outcomes, I’ll rely on the expected value 

based conception of cause.  

According to Chen and Pearl (2013), x is a cause of y if intervening to change the 

value of x results in a change in the expected value of y. For example, suppose we take BI as 

x and Economic Security as y. Then BI would be a cause of Economic Security if intervening to 

change the value of BI resulted in a change in the expected value of Economic Security.  

To be a bit more concrete, let BI take two possible values—$15,000 per year and $0 

per year. Since no political jurisdiction in the U.S. currently has a BI program, let’s take this to 

mean that the BI variable currently takes on the value $0 per year for everyone in the country.
4
 

Suppose currently the average level of Economic Security is 5 units. Now let’s say some juris-

dictions enact a BI grant of $15,000 per year to all their residents and, as a result, these 

residents’ average Economic Security increases from 5 to 25 units. This would indicate that BI 

is a cause of Economic Security.        

Note that the idea of intervening or doing something to change the value of some 

variable is crucial to the notion of causality. Also note that an intervention isn’t necessarily tied 

up with an RCT, although it can accommodate RCTs. We could intervene by randomly assign-

ing some people to receive a BI of $15,000 per year and others to receive one of $0 per year. 

Or, as in our hypothetical “natural experiment,” laws could be passed stipulating that residents 

receive a BI of $15,000 per year. As long as the BI intervention changes the expected value of 

Economic Security, by definition we have a causal effect. 

 

Identification versus Estimation 

 

In order to understand the role causal DAGs might play in social work research, one 

must understand the distinction between identification and estimation. In Elwert (2013, p. 247 

http://www.ssc.wisc.edu/soc/faculty/pages/docs/elwert/Elwert%202013.pdf) we find the fol-

lowing passage: “identification…determines whether and under what conditions, it is possible 

to strip an observed association of all its spurious components.”  

Social work researchers are no doubt familiar with the concept of correlation and its 

relationship to causality. Two variables, let’s call them x and y, are correlated if x causes y, y 

causes x, or they share a common cause. What Elwert is getting at in the passage above is the 
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idea that identification is related to conditions under which one can isolate “causal correlation” 

from “non-causal correlation”.  

Estimation has to do with statistical methods, such as OLS regression, Two-Stage 

Least Squares regression, and others used to obtain estimates of causal effects. Identification 

“comes before” estimation in the sense that one needs to determine if causal association can 

be isolated from non-causal association before trying to estimate the magnitude of causal 

association.  

As will become clear later in this paper, part of the utility of causal DAGs to social 

work researchers is that they provide clear rules for isolating causal from non-causal correla-

tion, assuming the causal relationships encoded in a given DAG actually hold true. 

That is, causal DAGs tell us how to identify the causal effects encoded in a given DAG and, in 

that way, they provide guidance for the process of model specification and estimation. 

  

Elements of Causal DAGs 

 

Figure 1. Causal DAG Representing Causes of Economic Security 

  

Figure 1 will be used to explain the basic elements of causal DAGs. It was created 

using an open source online program for drawing causal graphs called Dagitty (Textor, Hardt, 

and Knüppel, 2011). Dagitty was explicitly written to implement the ideas of Pearl and others 

regarding DAGs. The color scheme in the diagram is done automatically in Dagitty as a way 

of labelling the role of certain variables in the diagram. Since knowing the details of that color 

scheme isn’t necessary for our purposes, I’ll have nothing to say about them.  

I used Dagitty to draw Figure 1 on the basis of assumptions I made about the causal 

relationship between BI and Economic Security as well as how those two variables are causally 

related to a set of other variables. To do so I drew largely on economic theory and intuition. 

For example, on the basis of economic theory I’m assuming that the unemployment rate in an 

area where a person resides can influence the wage they receive for two reasons: 1) the un-

employment rate can influence whether or not they receive a wage at all and 2) if they do 

receive a wage, their wage level can be affected by the unemployment rate because the more 
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people there are searching for jobs the less employers might be able to pay current workers 

(because higher unemployment might give employers an advantage over employees when it 

comes to wage bargaining).  

Drawing a causal DAG is the first step involved in using such tools to aid social work 

research. That is, a researcher must draw a DAG which encodes the assumptions they’re
5
 

making about what causes what. However, causal DAGs must be drawn according to certain 

rules.  

The diagram in Figure 1 is an example of what mathematicians call a graph. In fact, 

the “G” in DAG stands for the word “graph”. This is a different use of the term from what many 

readers might be accustomed to. That is, the term “graph” doesn’t refer to a coordinate system 

along with a curve in that system. Instead it is a set of vertices or nodes along with edges or 

arrows connecting those vertices. The set of vertices in Figure 1 is {Unemploy Rate, Political 

Work Ethic, Individual Work Ethic, Wage, Economic Security, Non-Wage Income, Net Wealth, 

BI}. The vertices in a causal DAG represent variables. The edges or arrows in a causal DAG 

represent causal relationships. 

Notice that there is an arrow “coming out of” BI and “going into” Economic Security. 

This encodes the assumption that BI causes or has a causal effect on Economic Security. In 

general, an arrow coming out of x and going into y means that x is assumed to cause y. The 

use of arrows to represent causal relationships is what makes these kinds of graphs causal 

graphs.  

“Directed Acyclic” means that there can be no cycles or loops in a DAG. Perhaps the 

best way to understand this is to see a graph where there is a cycle: 

 

Figure 2. Graph Representing Causes of Economic Security with a Cycle 

 

Notice that there is an arrow going from Non-Wage Income to BI from BI to Net 

Wealth and from Net Wealth back to Non-Wage Income. This is an example of a cycle because 

a “train” of causal connections circles back to where it started. Another example of a cycle 
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would be if there were an arrow going from BI to Economic Security and one going from 

Economic Security back to BI. Again, causal DAGs don’t allow these cycles. 

Readers familiar with structural equation models might be thinking that causal DAGs 

are nothing but structural equation models without latent variables. This is true. Structural 

equation models (as well as path models) can be thought of as special cases of causal DAGs.
6
 

However, structural equation models are based on specific assumptions regarding functional 

form, such as linearity, while causal DAGs are not (Greenland, Pearl, and Robins, 1999). For 

example, the assumption that BI causes Economic Security encoded in Figure 1 makes no 

assumption at all about the functional form of that causal relationship. 

Here are some of the details regarding the variables in Figure 1: 

 

VARIABLE VALUES 

BI 1 = $15,000/year 0 = 0$/year  

Economic Security 
Scale which measures how economically/finan-

cially secure one feels  

Non-Wage Income 
Weekly income in U.S. dollars from sources other 

than work 

Individual Work Ethic 
scale which measures the degree of effort ex-

pended at work
7
  

Political Work Ethic 

scale which measures elected officials’(within the 

study participant’s jurisdiction) commitment to 

idea that able bodied should work for their sub-

sistence
8
 

Net Wealth 
Total Assets – Total Liabilities measured in U.S. 

dollars 

Unemployment Rate 
Jurisdictional unemployment rate measured as a 

percentage 

Wage Weekly wage measured in U.S. dollars 

Table 1. Values of Variables from Figure 1. 

  

As I stated earlier, whenever an arrow comes out of one variable and goes into an-

other, the variable the arrow comes out of is assumed to be a cause and the variable it goes 

into is assumed to be an effect. More specifically, this is a case of a direct causal effect.  

Now let’s take three variables x, y, and z, and suppose that an arrow comes out of x 

and goes into y. Also suppose that an arrow comes out of y and goes into z.  In this case the 

causal DAG would be encoding the assumption that x is a direct cause of y, y is a direct cause 

of z, and x is an indirect cause of z. Readers familiar with the use of path analysis and structural 

equation modeling might recognize this as y being a “mediator” of the causal relationship 

between x and z. I should also add that the indirect causal effect of one variable on another 

can “work through” more than one intervening or mediating variable. The total causal effect 

of one variable on another is the sum of its direct and indirect causal effects on that variable.  

Figure 1 also includes examples of indirect causal effects. Notice that Political Work 

Ethic is assumed to be an indirect cause of Economic Security. The idea is that if we could 

intervene to change the degree to which a set of elected officials in a given jurisdiction are 

committed to the idea that all able bodied people should work for their subsistence this would 

result in a change in the expected value of work effort expended by residents in that jurisdic-

tion. This change in the average level of work effort would result in a change in the average 

wage, and this, in turn, would result in a change in the expected value of Economic Security.  

Readers may not think much of the assumptions I’ve spelled out regarding the indi-

rect causal effect of Political Work Ethic on Economic Security. But that’s beside the point. The 
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point is that a causal DAG should encode whatever assumptions a researcher is making about 

causal relationships. These types of graphs provide a precise yet intuitive way of doing so with 

the benefit that others can easily see what a researcher is thinking regarding what causes 

what.  

The next key concept relevant to drawing causal DAGs is path. A path in a causal 

DAG is a sequence of variables connected to each other by arrows.
9
 A directed path between 

two variables is one where “travel” along arrows between the variables takes place so that 

travel is always from the tails to the heads of these arrows. Consider Figure 1 again. The path 

from Political Work Ethic to Individual Work Ethic to Wage to Economic Security is a directed 

path between Political Work Ethic and Economic Security.  

An undirected path between two variables is one where travel along arrows takes 

place ignoring the direction of the arrows along the path. In Figure 1 the path from BI to 

Political Work Ethic to Individual Work Ethic to Wage to Economic Security is an example of an 

undirected path. The path from Political Work Ethic to Individual Work Ethic to Wage to Eco-

nomic Security is an undirected path between Political Work Ethic and Economic Security. That 

is, “ignoring the direction of arrows” means that it doesn’t matter which way arrows along the 

path are pointing. So a directed path, such as Political Work Ethic to Individual Work Ethic to 

Wage to Economic Security, is a special case of an undirected path. 

Having defined directed and undirected path, I can state the no cycles constraint, 

discussed earlier, a little differently. Causal DAGs aren’t allowed to have a directed path that 

ends with the variable it started with. The path from Non-Wage Income to BI to Net Wealth 

back to Non-Wage Income is an example of such a directed path. So it isn’t allowed in a causal 

DAG.  

Collider and descendant are two other concepts crucial to understanding causal 

DAGs. A collider is a variable which has two arrows coming from two different variables going 

into it. In Figure 1 Wage is a collider because arrows from both Individual Work Ethic and 

Unemploy Rate go into it. To understand the notion of descendant, assume that there is a 

directed path from x to y. There may or may not be variables between x and y. Since the path 

starts at x and ends at y, y is called a descendant of x. In Figure 1 Individual Work Ethic is a 

descendant of Political Work ethic and so is Wage.   

Next I need to define the notion of conditioning. Other terms for conditioning are 

subgroup analysis and stratification (Morgan and Winship, 2007). Within the context of causal 

DAGs, conditioning occurs when an analyst examines the causal relationship between two 

variables for given values of at least one other variable, the variable which is being condi-

tioned on.  

For example, suppose in Figure 1 that Individual Work Ethic can only assume 10 

possible values, the values 1-10 inclusive. We could estimate the causal relationship between 

Wage and Economic Security only for those with a level of 1 on the Individual Work Ethic 

variable, only for those with a level of 2 on it, only for those with a level of three on this 

variable, etc. This would be an example of conditioning on Individual Work Ethic.  

It’s also possible for two or more variables to be simultaneously conditioned on. For 

example, in the present case we might examine the causal relationship between BI and Eco-

nomic Security for given values of both Individual Work Ethic and Political Work Ethic simulta-

neously. 
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Confounding, Regression Models, Propensity Score Matching, and 

Causal DAGS 

 

In this section I’ll spend a good deal of time discussing the identification of causal 

effects. I’ll assume that we have a random sample of some population of interest and that 

each member of the sample has complete data on all the variables in Figure 1. This is to 

assume away all issues having to do with lack of a random or probability sample as well as 

issues having to do with missing data. I assume away these matters not because they are 

unimportant but because the purpose of this paper is to introduce readers to causal DAGs. 

Bringing in these other issues would needlessly complicate matters, given this purpose.  

Regression models are ubiquitous in social work research. A typical example of the 

use of such models can be found in Studts, Stone, and Barber’s paper Predictors of Access to 

Health Care Services among Groups of TANF Recipients in Kentucky (2014). They report findings 

from a set of logistic regression models involving predictors of access to health care. This use 

of the term “predictor” is ambiguous because it can be used when one is concerned with 

correlations between variables or causal relationships between them.  

From about the end of November to the beginning/mid-December in the U.S., I sus-

pect there’s a strong correlation between the number of Christmas trees bought per day and 

the number of times the song Rudolf the Red Nosed Reindeer is played per day. So number of 

Christmas trees bought per day would be a good predictor of number of times Rudolf is played 

per day, but that wouldn’t necessarily mean that the buying of Christmas trees causes the 

playing of Rudolf the Red Nosed Reindeer.  

Social work researchers, including Studts, Stone, and Barber, are no doubt aware of 

this issue. That, in fact, is why they so often turn to regression models. Such models are thought 

to address the “correlation does not imply causation problem” by including independent vari-

ables other than the one of primary interest as “control variables.” These control variables are 

thought to potentially confound the causal relationship between the independent variable and 

outcome of interest, and including them in a regression model is believed to take care of this 

problem. What causal DAGs can provide is guidance regarding the conditions under which 

including such control variables does take care of it, assuming the causal relationships en-

coded in a given causal DAG actually hold true. 

  In addition to regression models, social work researchers have made increasing use 

of a set of tools from statistics called propensity score matching (PSM) (Guo, Barth, and Gib-

bons, 2006). In fact, two of the field’s most highly regarded quantitative methodologists, Shen-

yang Guo and Mark W. Fraser recently wrote a book (2010) on this topic. PSM is often used 

to deal with what econometricians call the selection problem.  

One of the problems researchers have when it comes to drawing causal conclusions 

on the basis of non-experimental data is that when the research participants are human beings 

they often self-select into treatment. This means that there could be at least one factor which 

causes both selection into treatment and a certain outcome. The result is that treatment and 

outcome variables will be correlated, and a researcher may mistake this correlation for a 

causal relationship.  

As an example of the selection problem, suppose we’re interested in the causal effect 

of Diet (magnitude of calories one consumes over a period) on Exercise (magnitude of exercise 

one engages in over a period). We might run into a selection problem because Depression 

(how depressed one is) may influence both Diet and Exercise. 



 

Quantitative Methods Inquires 

 
68 

PSM addresses the selection problem by using observed variables to model selection. 

That is, values on observed variables are used to estimate the probability that a case ends up 

“receiving” the intervention or treatment of interest. These estimated probabilities are called 

propensity scores. Cases are then matched on propensity scores and an analysis, often a type 

of regression model, is run in an effort to estimate the causal effect of some variable of interest. 

There’re a number of ways propensity scores can be used for matching, and Guo and Fraser 

(2010) have a nice discussion of some of the different methods involved. A detailed discussion 

of these methods is beyond the scope of this paper. What is relevant is the fact that causal 

DAGs can provide guidance regarding what variables ought to be included in a propensity 

score model. In order to understand how causal DAGs can aid in the specification of regression 

and propensity score models, one first needs to understand the concepts backdoor path, un-

blocked  or open backdoor path, blocked or closed backdoor path, intercepting a path, con-

founding path, and confounders.  

A backdoor path from x to y is a path which has an arrow going into x. (Morgan and 

Winship, 2007; Greenland, Pearl, and Robins, 1999). A path is intercepted by a variable if 

that variable is on the path but isn’t one of the variables on either end of the path (Greenland 

and Pearl, 2009). For example, the BI to Political Work Ethic to Individual Work Ethic to Wage 

to Economic Security path is intercepted by Political Work Ethic because Political Work Ethic is 

on the path but isn’t on either end of the path. A path is intercepted by a set of variables if the 

members of that set intercept the path. So the BI to Political Work Ethic to Individual Work 

Ethic to Wage to Economic Security path is intercepted by the set {Political Work Ethic, Individ-

ual Work Ethic, Wage}.  

Now suppose we have a backdoor path between x and y. This path would be blocked 

or closed if it has at least one collider and unblocked or open if it doesn’t (Greenland, Pearl, 

and Robins, 2000). Take a look at Figure 1 again: 

 

The path BI to Political Work Ethic to Individual Work Ethic to Wage to Economic 

Security is a backdoor path because BI and Economic Security are connected by a path that 

begins with an arrow going into BI. The path BI to Political Work Ethic to Individual Work Ethic 

to Wage to Unemploy Rate to Economic Security is also a backdoor path for the same reason. 
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The BI to Political Work Ethic to Individual Work Ethic to Wage to Economic Security path is 

unblocked because it doesn’t contain a collider along it. The BI to Political Work Ethic to Indi-

vidual Work Ethic to Wage to Unemploy Rate to Economic Security path is blocked because it 

contains a collider, namely Wage. 

A confounding path is an unblocked or open backdoor path, and the variables which 

intercept that path are confounders (Greenland and Pearl, 2009). In the BI to Political Work 

Ethic to Individual Work Ethic to Wage to Economic Security path, members of the set {Political 

Work Ethic, Individual Work Ethic, Wage} are confounders. 

Given the causal assumptions encoded in Figure 1 and the rules of causal DAGs, the 

existence of the confounding path referred to in the previous paragraph means that the rela-

tionship between BI and Economic Security is confounded by Political Work Ethic, Individual 

Work Ethic and Wage. So in order to identify the causal effect of BI on Economic Security, we 

need to do something about these confounders. This brings us to the notion of conditioning 

on a set of variables to block a confounding path.  

Suppose Z is a set of confounders along a confounding path. Conditioning on the 

variables in Z blocks this path if:  

1. any node along the path which has an arrow coming out of it is a member of Z or 

2. the path has at least one collider which is not a member of Z and no descendant of 

any collider is a member of Z (Greenland and Pearl, 2009).     

 

Conditioning on a set of variables to block an otherwise confounding path is the 

causal DAG version of controlling for confounding variables (or confounders) to identify a 

causal effect if interest. Thus, if the assumptions encoded in a particular causal DAG hold true, 

there’s a set of variables Z which intercepts all confounding paths between x and y, and con-

ditioning on Z blocks all backdoor paths between x and y, then the causal effect of x on y can 

be identified by conditioning on the elements of Z. (Pearl, 2000 and Greenland and Pearl, 

2009).  

Going back to Figure 1, notice again that the backdoor path BI to Political Work Ethic 

to Individual Work Ethic to Wage to Economic Security is intercepted by Political Work Ethic 

Individual Work Ethic and Wage. The backdoor path BI to Political Work Ethic to Individual 

Work Ethic to Wage to Unemploy Rate, to Economic Security is intercepted by Political Work 

Ethic, Individual Work Ethic, Wage, and Unemploy Rate. These are the only backdoor paths in 

the DAG in Figure 1.  

The second backdoor path in Figure 1 can be blocked without conditioning on any-

thing since Wage is a variable along that path and Wage is a collider. In this case we’d say 

that we’re conditioning on the empty set Z = {} because the empty set is the one with no 

members. The second backdoor path can also be blocked by conditioning on Z = {Political 

Work Ethic, Individual Work Ethic, Unemploy Rate} since all the variables in this set have ar-

rows coming out of them along that path.  

The first backdoor path in Figure 1 can be blocked by conditioning on Z = {Political 

Work Ethic, Individual Work Ethic} since all the variables in this set have arrows coming out of 

them along that path. Notice that Political Work Ethic and Individual Work Ethic block both 

(all) paths between BI and Economic Security. Hence, the causal effect of BI on Economic Se-

curity can be identified by conditioning on Political Work Ethic and Individual Work Ethic.  
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To see how conditioning on a collider variable enters into all this, take a look at 

Figure 1 again. The path BI to Political Work Ethic to Individual Work Ethic to Wage to Unem-

ploy Rate to Economic Security contains a collider variable, namely Wage. Suppose in an effort 

to identify the causal effect of BI on Economic Security, we conditioned only on Wage. That is 

suppose Z = {Wage}. Now take a look again at the second criterion for blocking a confound-

ing path by conditioning on a set of variables
10

: the path has at least one collider which is not 

a member of Z and no descendant of any collider is a member of Z. Since the only member 

of Z is Wage and Wage is a collider, the BI to Political Work Ethic to Individual Work Ethic to 

Wage to Unemploy Rate to Economic Security is unblocked or opened by conditioning on 

Wage. That is, by conditioning on Wage we create a confounding path which is exactly what 

we don’t want to do. Hence, if a researcher is interested in identifying a causal effect while 

addressing the problem of confounding, one shouldn’t condition only on a collider variable.  

I said earlier that conditioning on the variables Political Work Ethic and Individual 

Work Ethic would allow us to identify the causal effect of BI on Economic Security because 

these variables block all backdoor paths between BI and Economic Security. The set of two 

variables Z = {Political Work Ethic, Individual Work Ethic} is an example of what’s called a 

sufficient set. This set of variables is sufficient in the sense that conditioning on them would be 

enough to identify the causal effect of BI on Economic Security. In general a set of variables is 

sufficient for identifying the causal effect of x on y if conditioning on those variables blocks all 

backdoor paths between x and y. A set of variables is minimally sufficient for identifying the 

causal effect of x on y if no proper subset of the set is sufficient (Greenland and Pearl, 2009 

and Pearl, 2000).
11

  

The set of variables {Political Work Ethic, Individual Work Ethic} is a sufficient set but 

it isn’t minimally sufficient. To see this look again at the first criterion for blocking a backdoor 

path by conditioning on a set of variables along that path: any node along the path which has 

an arrow coming out of it. In Figure 1 the variable in set Z = {Political Work Ethic} has an 

arrow coming out of it along both backdoor paths. So conditioning on it identifies the causal 

effect of BI on Economic Security. The same would be true by conditioning on the variable in 

Z = {Individual Work Ethic}. The sets Z = {Political Work Ethic} and Z = {Individual Work 

Ethic} are both subsets of {Political Work Ethic, Individual Work Ethic} so {Political Work Ethic, 

Individual Work Ethic} isn’t a minimally sufficient set.  

The relevance of all this talk about conditioning on confounders to block backdoor 

paths is this: if we were willing to make the causal assumptions encoded in Figure 1 and willing 

to assume a linear (in parameters) functional form, then conditioning on a set of variables 

would amount to including them in an OLS regression model, along with the causal variable 

of interest (BI in this case), or including them in a model of propensity scores and subsequently 

running an appropriate statistical model on the basis of those scores. Let’s take the OLS re-

gression example first. Given the causal assumptions encoded in Figure 1, the effect of BI on 

Economic Security can be estimated by the following Ordinary Least Squares (OLS) regression 

model: 

 

Economic Security = a + b1BI + b2Political Work Ethic + b3Individual work ethic 

 

The coefficient b1 would be an estimate of the total causal effect of BI on Economic 

Security, controlling for the effects of Political Work Ethic and Individual Work Ethic on Eco-

nomic Security. That is, b1 would estimate how much the average level of Economic Security 
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would change as a result of an intervention to change BI by one unit (recall the “units” of BI 

are 1 = $15,000 per year and 0 = $0 per year). This is the sense in which causal DAGs can 

provide guidance regarding how to take care of the “correlation does not imply causation 

problem”  through regression modeling.  

Given what I said about sufficiency and minimal sufficiency, the following models 

could also be run to estimate the effect of BI on Economic Security: 

Economic Security = a + b1BI + b2Political Work Ethic 

Economic Security = a + b1BI + b2Individual Work Ethic 

 

Earlier I discussed propensity score matching as a way of addressing the selection 

problem. What causal DAGs add to propensity score methodology is guidance on what varia-

bles should be included in a propensity score model. Those variables are the ones which ap-

pear in a given set Z—the ones which block all backdoor paths between a cause and effect 

variable of interest (Morgan and Winship, 2007). Thus, if one were interested in using pro-

pensity score matching to estimate the causal effect of BI on Economic Security, one could do 

the following.  

First, use Political Work Ethic and/or Individual Work Ethic to model selection into 

treatment, BI in the present case. Second, use the saved propensity scores along with an ap-

propriate method of matching, such as nearest-neighbor, kernel, etc., in a model to estimate 

the effect of BI on Economic Security. Both Guo and Fraser (2010) and Morgan and Winship 

(2007) discuss various matching methods for use with propensity scores. 

OLS regression models and propensity score matching are often discussed as two 

different methodologies and in some respects they are. The insight that causal DAGs provide, 

however, is that in a sense they are equivalent ways of adjusting for or controlling for con-

founding variables. 

Much of this section of the paper has been fairly theoretical and abstract. What I 

want to do now is discuss two things researchers can do if they’re interested in applying these 

ideas. One relates to determining if confounding is present in a given causal DAG. The other 

has to do with finding a sufficient set of variables to condition on in order to control for con-

founding.  

It’s relatively easy to visually determine if confounding is present in a causal DAG if 

one recognizes the following fact: backdoor paths between x (cause of interest) and y (effect 

of interest) which contain a variable along them which is a common cause of both x and y are 

the “candidates” for confounding paths. Thus, one can use the following procedure to deter-

mine if confounding is present (Greenland, Pearl, and Robbins, 1999): 

 

1. delete all arrows coming out of x 

2. check to see whether the remaining graph contains variables which cause both x 

and y whether directly or indirectly 

3. if there are common causes of x and y, then the backdoor paths going through 

those common causes are confounding paths (unless such a backdoor path goes 

through a collider or descendant of one) and so confounding is present; if there 

aren’t such common causes of x and y, then confounding is absent 

 

If this algorithm were applied to the DAG of Figure 1, we’d have to delete the arrow 

going from BI to Economic Security (step 1). We’d then find that Political Work Ethic is the only 
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common cause of BI and Economic Security (step 2). Thus, all back door paths going through 

Political Work Ethic would be candidates for confounding paths (step 3). The BI to Political 

Work Ethic to Individual Work Ethic to Wage to Economic Security is unblocked so it’s a con-

founding path. The BI to Political Work Ethic to Individual Work Ethic to Wage to Unemploy 

Rate, to Economic Security is blocked by Wage since Wage is a collider. In order to address 

the problem of confounding we have to block all backdoor paths between BI and Economic 

Security by conditioning on a sufficient set.  

To find a sufficient set of variables to condition on we could use the following proce-

dure: 

1. For each backdoor path collect the variables which intercept that path into a set. 

2. Any such set which contains a collider or descendant of a collider blocks the rel-

evant backdoor path. 

3. Any variables in any such set which are non-colliders or non-descendants of col-

liders can be conditioned on the block the relevant path.  

4. The sufficient set of variables is that set which blocks all backdoor paths between 

the variables of interest. A minimally sufficient set can be obtained by deleting 

variables from a sufficient set one at a time, thereby ending up with a series of 

subsets of the sufficient set until no other variables can be dropped without ending 

up with a set of variables which no longer blocks all backdoor paths between the 

cause and effect variables of interest. 

   

If we followed the two procedures or algorithms spelled out above in regard to Figure 

1, we end up with Z = {Political Work Ethic, Individual Work Ethic} as a sufficient set and with 

Z = {Political Work Ethic} and Z = {Individual Work Ethic} as minimally sufficient sets. These 

algorithms can be tedious to implement, however, without a computer. Dagitty, the program 

I used to draw the DAGs in this paper, can also be used to implement these two procedures. 

Thus, social work researchers interested in applying the ideas of causal DAGS would do well 

to acquaint themselves with Dagitty or some similar program.   

 

Causal DAGs and RCTs 

 

For most of this paper, I’ve used a policy example to illustrate the core ideas involved 

in causal DAGs. I’ve also focused on the use of DAGs in research with observational or non-

experimental data. It should be said, however, that causal DAGs can be used by researchers 

working at a more “micro” level, and they can be used by those conducting RCTs. Here’s an 

example to give readers a feel for what might be involved in such uses.  

Suppose a social work researcher is interested in the effectiveness of a treatment 

designed to decrease trauma. More specifically, the researcher believes that traumatized per-

sons exposed to this treatment will see a bigger reduction in their symptoms than such persons 

not so exposed. This researcher also believes that level of violent crime in a traumatized per-

son’s neighborhood and level of stress in a traumatized person’s life also causally affect mag-

nitude of traumatic symptoms. Further assumptions this researcher makes are 1) violent crime 

in a traumatized person’s neighborhood causes treatment and 2) violent crime causes stress. 

By violent crime causing treatment I have in mind the idea that if we intervened to increase 
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the level of violent crime in traumatized persons’ neighborhoods this would cause an increase 

in the average level of treatment for trauma that they chose to undergo.
12

 

The causal assumptions spelled out in the previous paragraph are encoded in the 

following graph.       

 

Figure 3 Causal Effect of Treatment on Trauma 

Notice that there are two backdoor paths in this graph. One is Treatment to Violent 

to Trauma and the other is Treatment to Violent to Stress to Trauma.  

We can see if there’s confounding present in the graph by applying the algorithm 

discussed earlier and which is repeated here for convenience: 

 

1. delete all arrows coming out of x 

2. check to see whether the remaining graph contains variables which cause both x 

and y whether directly or indirectly 

3. if there are common causes of x and y, then the backdoor paths going through 

those common causes are confounding paths (unless such a backdoor path goes 

through a collider or descendant of one) and so confounding is present; if there 

aren’t such common causes of x and y, then confounding is absent 

 

Here x is Treatment and y is Trauma, and the only arrow coming out of Treatment is 

the one going into Trauma. So, applying step 1, that arrow would be deleted. Applying step 

2, we’d find that Violent is the only common cause of Treatment and Trauma. Since there are 

no colliders or descendants of colliders along the two backdoor paths and Violent is a variable 

on each of these paths, applying step 3 we find that both of those paths are confounding 

paths—the confounder, of course, is Violent. 

If the researcher conducted an RCT and things went as planned, the connection be-

tween Violent and Treatment would be broken by randomization. That is, by randomly assign-

ing people to either receiving the treatment or not, the researcher would end up with a graph 

like that in Figure 4: 
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Figure 4 

 

That is by way of random assignment Violent is no longer a cause of treatment. What 

this example shows is that when it comes to conducting RCTs, causal DAGs can help research-

ers think through the confounders they need to “watch out for”. This, of course, is only true if 

the causal assumptions encoded in the DAG hold.    

 Another use of causal DAGs for RCT researchers can be seen by considering 

what can go wrong. Humans have a way of “not behaving themselves” as RCT participants. 

This misbehavior can occur in different ways but for the purposes of this paper let’s just con-

sider attrition. Attrition is when participants drop out of a study or are loss to follow up.  

 Suppose in an RCT to test the effectiveness of the treatment for trauma, “drop 

outs” from the group who received the treatment tend to be those who live in relatively safer 

neighborhoods while drop outs from the control group tend to be those from less safe neigh-

borhoods. Thus, the group who received the treatment would tend to come from less safe 

neighborhoods while those in the control group would tend to come from more safe ones. This 

is another example of the selection problem, which was discussed earlier in the paper and 

we’ve already discussed how causal DAGs can help address it. Since Violent is a confounder, 

the treatment effect could be estimated by either a propensity score model which represented 

the probability of receiving treatment as a function of Violent before estimating this effect or 

a regression model of the effect of Treatment on Trauma, controlling for the effect of Violent.  

 RCTs are often talked about as if there’s a sharp divide between experimental 

and non-experimental or observational data. In theory there is, but once humans start doing 

all they can to “mess up” pristinely designed RCTs, the line between experimental and obser-

vational data starts to look finer. Causal DAGs can help researchers think through how to 

address confounding in such situations.        

 

Conclusion 

 

I’ve said nothing in this paper so far about the relationship between hypothesis test-

ing and causal DAGs. This is because causal DAGs have entered the social sciences more as 

a way of guiding how statistical models are set up in an effort to estimate causal effects than 

how to test hypotheses regarding such effects. At this point that is, causal DAGs have entered 

the social sciences more as guides to model specification. But in this closing section I’ll make 
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some brief comments regarding what I see as the relationship between causal DAGs and 

hypothesis testing. 

Social work researchers will often have ideas about which variables are causally re-

lated to others. These may come from theory, previous research findings, “common sense,” or 

some combination of these. What causal DAGs provide is a precise language for visually rep-

resenting these ideas. Yet they provide more than that—they also provide rules which stipulate 

the conditions under which causal effects can be identified, assuming the causal relationships 

encoded in a given graph are true. As we’ve seen from earlier sections of the paper, these 

rules about what needs to be done can be “translated” into ways of specifying statistical mod-

els to estimate such causal effects.  

The role that hypothesis testing plays in all this is that it allows us to bring data to 

bear to determine if the assumed causal relationships encoded in a DAG mesh with available 

data. Rejection of the null hypothesis in this context suggests that a causal DAG is consistent 

with available data because causal relationships encoded in DAGs constitute alternative hy-

potheses (from the hypothesis testing perspective). Looked at this way what causal DAGs do 

for us is offer a precise way of determining what hypotheses we ought to test. And in that role 

they can be a potent addition to the tool set of quantitative social work researchers. 
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4
 Actually, Alaska does have a policy called the Permanent Fund Dividend which is arguably a basic income but, for 

the sake of discussion, let’s ignore this reality. 

 

5
 I’ll use “they” and similar constructions, instead of “he,” “she,” etc., to be gender neutral. 

 

6
 As long as we’re only considering recursive path or structural equation models, since these are the ones consistent 

with the no cycles or loops constraint regarding causal DAGs.  

 

7
 A 0 on the scale simply means that a person doesn’t work at all (outside the home that is). 

 

8
 The idea here is that the degree to which elected officials are committed to this view affects the behavior of individ-

uals in those officials’ jurisdiction. More concretely, if members of the legislature in a given locality have made public 

statements indicative of a high level of commitment to the view that able bodied persons should work for their sub-

sistence this is assumed to cause individual residents of that jurisdiction to expend more effort at work.   

 

9
 When I used the term “train” earlier I really had in mind the idea of a path. 

 

10
 Even though I said “variables,” the set in question, as is the case here, can have only one member. 

 

11
 Suppose set Z1 = {a, b, c} and set Z2 = {a, b}. Then Z2 is a proper subset of Z1 because every member of Z2 is a 

member of Z1 but Z2 and Z1 are not equal to or the same as one another. 

 

12
 Intervening to increase crime in someone’s neighborhood isn’t likely to get support from a Human Subjects Review 

Board but that doesn’t matter for present purposes. I’m really just going back to the definition of cause referred to 

earlier in the paper. 
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Abstract: 

The purpose of this paper is to present an optimization model approach to one of Dudeney’s 

puzzles, “Visiting the Towns,” which appears as puzzle number 243 in Amusements in Mathemat-

ics (Dudeney, 1917).  Henry Ernest Dudeney (1857-1930) was one of the most prolific mathe-

matical puzzle creators of the past two hundred years.   His first collection of puzzles, The Can-

terbury Puzzles and Other Curious Problems, was published in 1907. This popular book is still in 

print today (Dudeney, 1907).  Beginning in 1917, he created five other popular puzzle collections, 

three of which were published posthumously.  In addition to prodigious quantities of puzzles, his 

range of puzzle-types was exceedingly large, including geometry-based, logic puzzles , combina-

torics” (Bremner, 2011), “cryptarithmetic” (Kilpelainen, 2012), cross-number puzzles (Sit, 1991), 

and chess problems (Nowlan, n.d.).  During his time, there were no calculators; his mathematical 

puzzles were approached through pencil and paper calculations. 

Key words: spreadsheet solution, H. E. Dudeney, puzzle, Visiting the Towns 

 

Introduction  

 

Dudeney had little in the way of formal education, a fact that launches Bremner (2011) 

into an analysis of Dudeney’s methods for finding exact solutions.  For instance, the puzzle of 

the Silver Cubes has as its solution (x,y) = (104940/40831, 11663/40831).  Although his 

earliest efforts appeared in periodicals, including The Weekly Dispatch, The Queen, Blighty, 

Cassell’s Magazine and The Strand (Henry Ernest Dudeney, n.d.), his column in The Strand, 

named “Perplexities,” ran for over thirty years (Nowlan, n.d.).  Many of these puzzles were 

published under the pseudonym “Sphinx.”   

A brief literature review follows this section.  Next, the puzzle is given in its original 

format.  A section describing the development of the model, along with a detailed description 

of the model proper is next.  We conclude with a discussion and summary. 
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Literature Review 

 

In addition to Dudeney, some of the better known writers in the field of recreational 

mathematics include Sam Loyd, Raymond Smullyan, Martin Gardner and Charles Lutwidge 

Dodgson, better known as Lewis Carrol, author of Alice’s Adventures in Wonderland.  “Recre-

ational mathematics” is the term frequently used to describe mathematical games, puzzles 

and riddles.  The best known peer-reviewed journal devoted to recreational mathematics is 

the Journal of Recreational Mathematics (Baywood Publishing, Inc., n.d.).    Many journals give 

some passing attention to the subject, often through dedicated columns.  For example, Com-

munications of the ACM regularly publishes a column named “last byte” (Winkler, 2012).  Al-

exander Dewdney (not to be confused with H. E. Dudeney!) wrote a “famous section” in Sci-

entific American during the 1980s, as did Gardner for over twenty-four years prior.  Dewdney’s 

column was named “Computer Recreations” while Gardener’s column was named “Mathe-

matical Games” (Jimenez & Munoz, 2011).  The column “Classroom Capsules” appears in The 

College Mathematics Journal and a brief survey shows that problems and puzzles often appear 

in the column for the purpose of providing “effective teaching strategies for college mathe-

matics instruction (Alfaro, 2008).”  As early as 1923, Carver suggested using Dudeney’s puz-

zles as “stimulus” to undertake investigation, for both students and teachers! 

In defining “recreational programming,” Jimenez and Munoz (2011) refer to the prac-

tice as one of studying computer programming by solving problems of a playful nature.  They 

describe the discipline as “similar to recreational mathematics.”  Demain (2010) uses the term 

“recreational computer science.”  Kino and Uno (2012) briefly discuss the incorporation of 

computers into the study of games and puzzles, and the reasons therefore.  These authors 

modelled the game Tantrix using an interger programming formulation and solved it with an 

IBM software product.  Kilpelainen (2012) uses problems from recreational mathematics, in-

cluding some of Dudeney’s other puzzles, to assess the features and utility of a new program-

ming language.  He notes that the process of formulating puzzle solution algorithms for com-

putation invites programmers to consider problem generalization.   

 

The Problem:  Visiting the Towns (Dudeney, 1917) 

243—VISITING THE TOWNS 

 

4321

7
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1512 1413
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“A traveller (sic), starting from town No. 1, wishes to visit every one 

of the towns once, and once only, going only by roads indicated by 

straight lines. How many different routes are there from which he can 

select? Of course, he must end his journey at No. 1, from which he 

started, and must take no notice of cross roads, but go straight from 

town to town. This is an absurdly easy puzzle, if you go the right way 

to work.” 

 

A Model of Visiting the Towns 

 

Operations researchers will recognize the similarity between Dudeney’s puzzle and 

the much researched Traveling Salesman Problem (TSP).  Lawler, Lenstra, Kan, & Shmoys 

(1985) trace the origins of the TSP to the German publication Der Handlungsreisende, wie er 

sein soll und was er zu thun hat, urn  Aufträge zu erhalren und eines gluckichen Erfolgs in seinen 

Geschäften gewiss zu sein Von einem alten Comis-Voyageur (Voight, 1831; Muller-Merbach, 

1983).  The Visiting the Towns puzzle is similar to the TSP in two ways. First, the tour must end 

in the same city where it begins.  In this case the origin is the town labelled number “1.”  

Second, each city must be visited only once.   

The major difference between this problem and the TSP deals with the objective of the 

TSP, which is to minimize the total length of the journey (called a “tour”).  Dudeney’s problem 

does not identify the distance between the towns which are connected by roads.  Thus, there 

is no objective to minimize the tour length.  Instead, the objective is to designate a tour that 

begins in town “1,” ends in town “1,” and enters each town once.  The general TSP does not 

constrain the solution space by specifying allowable roads as Dudeney’s puzzle does (Press, 

Flannery, Teukolsky, & Vetterling, 1988). 

 

Model Formulation of the Visiting the Towns Puzzle 

 

The initial development of this spreadsheet model required the use of the Solver add-

in tool for Excel.  Solver is an optimization software tool developed by Frontline Systems and 

is available with Excel.  During initial development, two characteristics of this problem pre-

sented particularly challenging issues.  First, the model requires a constraint known as “alldif-

ferent,” which is particularly powerful in combinatorial problems, such as the TSP and, in this 

case, the Visiting the Towns puzzle. (Frontline Systems, n.d.).  Secondly, Solver provides a 

genetic algorithm approach to optimization for non-smooth models and proved to be essential 

in the successful formulation of this model in order to arrive at an optimal solution.   

The initial Solver formulation of the problem is shown in Table 1.   Row 2 and column 

B, both highlighted, are used to identify each of the towns, labeled 1 to16.  Cells C3:R18 

identify those towns that are connected by a road, thus making a connection between those 

towns possible.  A “1” indicates the presence of a connecting road.  Likewise, a “0” indicates 

the absence of a road.  For example cell D3, holding a “0,” indicates that the towns 1 and 2 

are not connected.  Cell K1, with a value of “1” indicates a road connection between towns 1 

and 9.  Cells S2:S17, initially set to values 1-16, will hold the Excel-developed sequence when 

optimization is complete.  Column U, labeled PATH, will be utilized to assure that connections 

are made between towns which have direct road connections.  Cells C3:R18, which as previ-

ously discussed define the feasible routes between cities, is named MATRIX in Excel.  While the 
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model does not deal with distances between towns, as would be the case in a TSP, model 

formulation requires an objective.  The defined objective in the problem is to maximize the 

distance of the tour.  In reality, what is accomplished is the assurance that only values of 1 are 

included in the tour, meaning that only feasible connections between towns are used.  The 

requirement that each city be visited only once is addressed with the “alldifferent” constraint.  

The Solver parameters are displayed in Figure 2.  

 

Table 1. Initial Spreadsheet Model Formulation Visiting the Towns Puzzle  

 

 The formula view of the model is displayed in Table 2.  The INDEX function returns the 

value in the cell at the intersection of a particular row and column.  The genetic algorithm 

/evolutionary solver proposes a tour in column S.  Since allowable connections (i.e. the roads) 

are worth 1 while unallowable connections are worth 0, Solver is programmed to increase the 

value of the resulting tour where the value is the sum of the connection values.  This forces 

the solution to contain allowable connections since the objective is maximization.  The “alldif-

ferent” constraint forces the solution to contain only one visit to each town.  The solution output 

from Solver is displayed in Table 3.  As previously discussed, column S defines the suggested 

tour to travel from location 1 to 16, entering each once and only once.  The sequence is 1-

12-16-11-3-7-13-2-10-6-15-4-8-14-5-9-1.  Figure 3 displays a flow diagram of the optimal 

tour.  The astute observer will identify that the inverse tour (1-9-5-14-8-4-15-6-10-2-13-7-3-

11-16-12-1) is also optimal.  As Dudeney (1917) points out, this path (and its inverse) repre-

sent the only optimal solution to this puzzle.  Solver required approximately 40 seconds to 

formulate the optimal answer with no adjustment to the default settings. 

 

1\A B C D E F G H I J K L M N O P Q R S T

2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 Path

3 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 2 0

4 2 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 3 0

5 3 0 0 0 0 0 0 1 0 0 0 1 1 0 1 0 0 4 0

6 4 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 5 0

7 5 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 6 0

8 6 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 7 0

9 7 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 8 0

10 8 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 9 0

11 9 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 10 0

12 10 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 11 0

13 11 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 12 0

14 12 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 13 0

15 13 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 14 0

16 14 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 15 0

17 15 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 16 0

18 16 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 1 0

19 Total 0

20 Test 1
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Figure 2. Solver Parameters Visiting the Towns Puzzle 

 

Table 2. Formula View Visiting the Towns Puzzle  

1\A B C D E F G H I J K L M N O P Q R S T

2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 Path

3 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 2 =INDEX(MATRIX,S2,S3)

4 2 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 3 =INDEX(MATRIX,S3,S4)

5 3 0 0 0 0 0 0 1 0 0 0 1 1 0 1 0 0 4 =INDEX(MATRIX,S4,S5)

6 4 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 5 =INDEX(MATRIX,S5,S6)

7 5 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 6 =INDEX(MATRIX,S6,S7)

8 6 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 7 =INDEX(MATRIX,S7,S8)

9 7 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 8 =INDEX(MATRIX,S8,S9)

10 8 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 9 =INDEX(MATRIX,S9,S10)

11 9 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 10 =INDEX(MATRIX,S10,S11)

12 10 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 11 =INDEX(MATRIX,S11,S12)

13 11 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 12 =INDEX(MATRIX,S12,S13)

14 12 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 13 =INDEX(MATRIX,S13,S14)

15 13 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 14 =INDEX(MATRIX,S14,S15)

16 14 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 15 =INDEX(MATRIX,S15,S16)

17 15 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 16 =INDEX(MATRIX,S16,S17)

18 16 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 1 =INDEX(MATRIX,S17,S18)

19 Total =SUM(T3:T18)

20 Test =S18
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Table 3. Model Solution Visiting the Towns Puzzle 

1\A B C D E F G H I J K L M N O P Q R S T

2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 Path

3 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 12 1

4 2 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 16 1

5 3 0 0 0 0 0 0 1 0 0 0 1 1 0 1 0 0 11 1

6 4 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 3 1

7 5 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 7 1

8 6 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 13 1

9 7 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 2 1

10 8 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 10 1

11 9 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 6 1

12 10 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 15 1

13 11 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 4 1

14 12 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 8 1

15 13 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 0 14 1

16 14 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 5 1

17 15 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 9 1

18 16 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 1 1

19 Total 16

20 Test 1
 

 

Figure 3. Visiting the Towns Solution 

 

 

 

Discussion and Summary 

 

Puzzles utilizing mathematics enjoy immense popularity. The phenomenon Sudoku 

is perhaps the most recent example, see for example (Friesen, Patterson, Harmel, 2010).  H. 

E. Dudeney is one of best-known mathematical riddle developers of all time.  In 1917 he 

published Amusements in Mathematics, which is a collection of 430 mathematical and logic 

puzzles.  One of the puzzles titled “Visiting the Towns” present a challenging combinatorial 

problem.  In this paper, we presented an optimization model approach to solving this puzzle.  
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Kilpelainen (2012) noted that researchers do not apply computing power to puzzles to take 

the fun out of them; rather, a possible purpose is to “develop instructive methods” for general 

classes of problems.   This is certainly true here. 

Finally, Dudeney (1917) makes two interesting remarks in his puzzle description.  First 

he teases “How many different routes are there from which he can select?”  TSP problems do 

not restrict the roads between towns; a TSP problem composed of 16 towns would have (16-

1)!/2 which is approximately equal to 6.538E+11 (Malkevitch, 2005).  Indeed, TSPs are known 

to be NP-complete (Press, Flannery, Teukolsky, & Vetterling, 1988).  Of course, with the roads 

restricted, the number of possible tours is much reduced.   

Dudeney’s second interesting, possibly cryptic, remark likely speaks to the puzzle’s 

complexity:  “This is an absurdly easy puzzle, if you go the right way to work” (Dudeney 1917).  

Logically, if a town has only two roads, one must be incoming and one must be exiting.  This 

directly removes the choice of road from towns 1, 2, 5, 6, 7, 8 and indirectly removes any 

choice of road from towns 9, 10, 13, and 14. Starting from town 1 and proceeding right to 

town 12, there is a choice.  Taking the right-most path, we arrive at town 16.  From town 16, 

there are no further choices.  Armed with this solution algorithm, the exact solution is easily 

verified.  This is a good quality for recreational computing exercises to possess. 
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Abstract: 

The paper studies the possibility of evaluation of the intellectual capital in Science, Information 

and Technology domain from Romania. The analysis is made starting from a base sample of 1400 

SMEs. Quantitative methods such as Structural Equation Modelling method are used to determine 

the group of latent factors used to evaluate the IC components of SME. Due to the particularities 

of Romanian SMEs and of the indicators used, some findings such as reference age of manager, 

the role of strong internal organization and structural capital are revealing for the first time some 

aspects relating the intangible assets and their potential resource for companies’ performance. 

The results are similar to some particular studies made on SMEs from countries with economies 

in transition. 

Key words: Structural Equation Modelling, SMEs, Intellectual Capital, Romania, Science, 

Technology, Human Capital 

 

 

Introduction 

The whole world is changing in all its forms: nature, human, economy, etc. As a result 

of the resource reduction there should be find other resources and to use more efficient than 

those we already have.  

The notions of production have had to be revised. Each company has now a valuable 

but not entire known resource, the intellectual capital. This resource must be well managed 
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and exploited in order to succeed. In order to develop and benefit from Intellectual capital of 

a company, information must be allowed to circulate. Nowadays it is important that enterprises 

make access to knowledge easier for their employees, and they enrich the structure of the 

knowledge and share with partners. 

One of the most important long-term goals of European Union is to become the most 

dynamic and competitive knowledge-based economy goals based also on Small and medium-

sized enterprises which are well-known considered the engine of the economies. 

It is also important to point that national (Feleaga, L. et al, 2012) and international 

studies (Storey, J. et al, 2009) claim that 75 to 90% of international market capitalization is 

attributable to intangible assets. Since the intellectual capital is already a major component of 

macro and micro economic growth and the economy based on knowledge gives rise to a new 

type of business, new workers and new professions why this model which have the core based 

on Intellectual capital(IC) and which   function in many countries,  shouldn’t be followed by 

Romanian’s companies too. To enhance the role of IC in company’s management strategies, 

a brief description of the role of IC and its development is presented in the next paragraph.  

 

I. Literature review 

 

I.1. About intellectual capital 

There are different intellectual capital definitions; most of them describe it as an 

integrated term for intangible factors of organisation work. For example, Annie Brooking de-

fines intellectual capital as the “combined intangible assets which enable the company to 

function” (Brooking, 1996). A wider determination is given by N. Bontis— “the hidden values 

of individuals, enterprises, institutions, communities and regions that are the current and po-

tential sources for wealth creation. These hidden values are the roots for nourishment and the 

cultivation of future wellbeing” (Bontis, 2004). 

The intellectual capital can also be analysed as a mixture of human capital concept 

and knowledge management ideas: it integrates together knowledge and their parent — in-

dividual. Such vision underlines the intellectual capital model presented by Edvinsson and 

Malone (1997): according to them the intellectual capital is subdivided into the human capital 

(“the capabilities of the company’s employees necessary to provide solutions to customers, to 

innovate and to renew”) and structural capital (“includes the quality and reach of information 

technology systems, company images, databases, organizational concept and documenta-

tion”), and later includes the relational and organizational capital as specificity of external and 

internal interaction of the company employees. 

 

I.2. Why measure intellectual capital? 

Through systematic literature review we were able to identify the main reasons for 

measuring intellectual capital. These are: to help organizations to formulate their strategy; (2) 

to  assess strategy execution; (3) to  assist in diversification and expansion of decisions; (4) to 

use these as a complementary information and or measure for compensation; and (5) to com-

municate this key measures to external stakeholders. (Marr, B, 2003). Intellectual capital 

measure is also useful when the evaluation of company is made. The stakeholders are inter-

ested to invest or rather to buy the entire company if they know the values of the most im-

portant intangible asset. In many cases a hierarchy between departments, geographical sub-

sidiaries or even between companies or countries is needed. As many stakeholders want to 
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evaluate the IC, a lot of methods where developed to achieve this goal. At macro-level we 

think that the achievement of a National Intellectual Capital Index (NICI), as Bontis (2004) 

named it, will be also helpful to complete relevance of Human Development Index and to 

establish and maybe control the corruption and shadow economy.  

Due to its major importance a lot of methods were developed during years. In the 

following paragraph we mention the most cited methods in the related literature. 

 

I.3. Brief review of Principal Methods used to measure Intellectual Capital 

The methods of measuring intellectual capital started from the micro level analysis 

for more than 30 years. The most important methods found in literature in the last 25 years, 

considered also as reference methods, are: The invisible Balance Sheet by Sveiby developpend 

in 1989, Balance Score Card developped by Kaplan and Norton in 1992, Intangible Asset 

Monitor, by Sveiby in 1994, Skandia Navigator, by Edvinsson and Malone, 1997, IC-Index, 

Roos, Roos, Dragonetti & Edvinsson in 1997, Intellectus model, by Sanchez in 2002, EVVICAE 

by McCutcheon, 2008. Starting from these basic methods many case studies for different re-

gions and countries or for different domains of economic activities can be found.  

During the time there were developed also different methods of regional or national 

intellectual capital measurement. Among them the most well-known are the National Intel-

lectual Capital Index by Nick Bontis, based on Edvinsson’s model, Intellectual Capital of Na-

tions by Amidon D.M., and the Intellectual Capital Monitor by Andriessen and Stam which 

integrates the classic intellectual capital model from “The Intangible Assets Monitor” by Sveiby 

(1997). 

An important regional approach was developed by Schiuma, Lerro and Carlucci in 

2008. This method, named RICI, takes into account four perspectives: hardware, Netware, 

wetware, software.   

In the particular case of enterprises, few important research initiatives rather meth-

odologies of measure than methods of measure in the true sense of the word are: ‘Wissens-

bilanz”, made in Germany (Edvinsson, L., Kivikas, M., 2007), Danish Guidelines or MERITUM 

project. These are the pioneers in establishing a set of steps and indicators which should be 

followed to measure IC of a firm. 

Starting of these ideas we try to propose an adapted model for measuring the IC of 

Romanian SMEs. Before presenting our studies we are briefing few case-studies of SMEs-IC 

measure met in the international literature. 

 

II. Methodology and Research Study 

 

II.1. Proposed model of study 

As it is normal, in every study there are some particularities regarding the evidence 

or relevance of a particular component of the intellectual capital asset, but during the years 

many researchers agreed (Stewart, 1999, Sveiby & Buck, 2001, Bontis, 2004, Mertins, K.  & 

all, 2009, Martin, C. et all, 2011, etc.) that the Intellectual Capital of a company could be 

expressed as a sum of multiple components such as: Human Capital, Organizational Capital 

(Internal Component) and Relational Capital (External component). These components com-

bined with the financial power of the company are the drivers of the company’s performance 

and of the economy in general.  
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In Romania, in the case of Science, Technology and Informatics domains, we consider 

that the hard core of Intellectual Capital is given by human and organizational components, 

as we previous showed (Ileanu & all, 2011). Similar results, where relational capital has a 

lower influence on the IC formation than other components, were obtained by Halim, S. (2010) 

in a study made on the German and few other European countries’ SMEs, or by Martin de 

Castro and Lopez Saez (2008) in a study made on 49 Spanish companies from IT domain, etc. 

Since the relational component has a lower influence as some studies showed and 

we were not able to measure indicators for this component of IC we tested for now the rele-

vance of some indicators and their effects on the main components of IC which could be indi-

rect measured. Before the presentation of the model we briefly present in the next paragraph 

the data source of the research 

 

II.2. Sample and data preparation 

The applied research is done on a representative sample of 1400 small and medium 

enterprises (SME). Data collection was made during 2010, using face-to-face method by field-

work interviewers. All the respondents were specialists in HR. The sample is cross stratified by 

number of employees, NCAE (domain activity) and regions. Economic theory and practice rec-

ommend the analysis within a single domain because of the large heterogeneity of the factors 

and results. As a result, we took from the base sample only the companies from the Scientific, 

Information and Technical Activities (SCIT) domains, considering that these are the most ap-

propriate/relevant domains in measuring the intellectual capital. After the data collection, we 

have cleaned the database by eliminating the cases with many multiple missing answers. In 

this case the final sample is formed by 162 SMEs from the SCIT domains. The structure of the 

sample after the data cleaning is the following: 70% micro-enterprises(less than 10 employees) 

20% small enterprises (10-49 employees), 10% medium enterprises (over 49 employees). 

Taking into account that methodology we need a large number of observations for 

the SEM, we used two methods for data imputations instead of deleting cases in those cases 

where there were not multiple variables with missing values on the same case. For the con-

tinuous variables we used the mean value method of imputation and the mode value for 

imputation method for the categorical variables. 

 

II.3. Description of the variables 

The variables used in our study are lying on different ranges, are becoming from 

different patterns, have distinct units of measure and are measured on different scales. For 

these reasons they were standardized. The classical method of standardization was applied in 

this case: 𝑧 =
𝑋−𝑀𝑒𝑎𝑛(𝑋)

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑋)
~𝑁(0,1), where X= the initial variable and Z the trans-

formed(standardized) variable. 

In order to make the analysis clearer we kept the letter “z” in front of the variable to 

reveal that the used variable is standardized. 

zangtr represent the percentage of employees in the company which benefit of training 

during the last year. Its values are lying between zero and one hundred percent. zwage is a cat-

egorical variable and represent the changes on the employees’ salary during the last year com-

parative to the previous one. It is measured on a scale of nine points. zperf represent the perfor-

mance of the enterprise in the last year compared to the previous year, measured on a scale of six 

points describing the performances from very low to very high; zinvinov is measuring the percent-

age of the total investment of the enterprise for developing new products or services, this variable 
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is measured on a scale with six points and has values from zero to over seventy five percent; 

zangexp, defines the percentage of employees which have more than fifteen years of experience 

in the principal domain of activity of the enterprise. It has values from 0 to 100% unconstrained by 

predefined classes; ztrday, counts the average number of days of training of employees during 

the last year. This variable is measured on a scale of four points, it cannot be assumed as contin-

uous; zangsex2, represents the square of the variable percentage of men employees; zangedu, 

represent the percentage of employees which have high level of education; zcanewp is a contin-

uous variable which measures the percentage from turnover gained from new products developed 

in the last year; zvrstman2 measures the square of age of the manager, it is assumed as contin-

uous variable and it has a mean equal with 40. Zcatr represents a continuous variable calculated 

as a report between the amount of money allocated for employees training and the turnover of 

the company. As endogenous result variable we took a six-scaled variable named zperf, which 

measures the performance of an analysed company. 

 

II.4 Description of the quantitative method used in analysis.  

Many quantitative methods were used to evaluate the IC of a company. The most 

frequent methods used in this domain are: Data Envelopment Analysis (Campisi, D, 2008, 

Matei, M, 2010, Yang, C.,2010) Principal Component Analysis (Ileanu,B., 2010, Yang, C, 

2010), Structural Equation Models (SEM) with latent variables (Bontis, 2004, Martinez-

Torres,M.R., 2006, Carrington, D. and Tayles, M, 2011, etc).  We decided to use SEM because 

is the most appropriate method in our case. Some of the reasons are: 

SEM is a better method because it can show the relation between variables as they 

are in the reality. 

SEM approach doesn’t alter the practical significance of the variable as PCA does it. 

DEA require in general relevant inputs or outputs and searches an efficient frontier and effi-

cient companies. In our case it is possible that the companies are not efficient even if they 

invest in Intellectual Capital. 

SEM is defined as multiple equations model in which the response variable in one 

regression equation can appear as an explanatory variable in other equation SEM has the 

ability to test the specified models by economic theory including unobservable (latent) varia-

bles.  The latent variables can be measured indirectly through their effects (indicators), or 

sometimes through their observable causes.  

SEM can be modelled using two components: structural equation model and the 

measurement model. 

The structural Equation model: 

This model describes the relations between the exogenous and endogenous latent 

variables. A formal representation is the following: 

  xyy Ba , where y is vector of endogenous latent variables (given 

by IC-variable) in our case), x  is the vector of exogenous latent variables and    the vector 

of residual components, assumed as white noises.  

The measurement model describes the relations between the exogenous and endog-

enous observed or latent variables. A formal representation could be: 
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uLx

wLy

xx

yy








, where y is a vector of endogenous observed variables, and x 

vector of exogenous observed variables, u and w are error vectors having the same properties 

like   

Estimation. 

According to Schumacker R.E., and Lomax G.R (2010, p.217 ) when the observed 

variables are from small or medium samples, normal distributed, with no many missing values, 

Maximum Likelihood(ML) and Generalized Least Square(GLS) are recommended. In case of 

large samples with non-normality Weighted Least Square (WLS) is recommended. According 

to Kline (2011, p.176) in cases of severely non-normality the GLS as part of WLS family meth-

ods can be used.  

In order to apply the most suitable method for parameters estimation we have veri-

fied the normality distribution of the variables using Jarque–Bera test (Jarque, C.M, Bera, A.K, 

1980). Principal descriptive characteristics of the variables are present below in the Table 1. 

Table 1. Descriptive characteristics of the sample variables 

 ZINVINOV ZVRSTMAN ZANGTR ZCATR ZTRDAY ZWAGE ZANGEDU ZANGEXP ZCANEWP 

Mean 0 0 0 0 0 0 0 0 0 

Median -0.27011 -0.06818 -0.64238 -0.45085 -0.81549 -0.70711 0.56017 0.01194 -0.32673 

Maximum 2.19508 2.25217 1.62594 5.61669 2.07741 2.47487 0.828100 3.15430 1.99988 

Minimum -0.88640 -1.83164 -0.89442 -0.52247 -0.81549 -0.70710 -1.851200 -0.87437 -0.90838 

Std. Dev. 1 1 1 1 1 1 1 1 1 

Skewness 0.82844 0.27045 0.75887 3.23927 0.94836 1.06229 -0.722280 1.71194 0.67474 

Kurtosis 2.42056 2.07226 1.83010 14.3990 2.62066 2.56200 1.868188 5.84658 2.07261 

          

Jarque-Bera 

(JB) 20.7970 7.78470 24.7876 1160.38 25.2547 31.7636 22.73233 133.825 18.09771 

Probability 

(JB) 0.00003 0.02039 0.00000 0.00000 0.00000 0.00000 0.000012 0.000000 0.000118 

          

Observations 162 162 162 162 162 162 162 162 162 

 

In the present case, the most appropriate estimation method for this system is the 

GLS method, taking into account that we have a medium sized sample, some continuous and 

ordinal but assumed as continuous variables and non-normal distributed (Probability of JB-

Test is less than critical level of significance).  

The estimation using GLS implies the minimization of the discrepancy function  

    ;SGG   where S =the sample covariance of the observed variables and  is the the-

oretical covariance; The general form of the minimization function is: 

        fsWfsG
t

  

 where,  s = vector containing the variances and co-variances of the observed varia-

bles; 

  f = a specified function of an unknown parameter, in most of the cases this function 

is linear 

W = weight matrix which corresponds in the above function to the estimation method 

chosen. W is chosen to minimize G, and G(N-1) gives the fitting function, in most cases a 
2

distributed statistic. The performance of the
2 is affected by sample size, error distribution, 
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factor distribution, and the assumption that factors and errors are independent (Ullman, 

2003). 

The function G in GLS case is equivalent with  

    21
 GLS

2

1
=G  WStr  . According to Bollen (1989) in most of the cases, 

-1SW   is a matrix which determines consistent estimators.  

In order to achieve significant parameters and a best fit we imposed some constraints 

taking into account some findings met in the international literature. 

For example we imposed that IC is the simple sum of HC and SC. We also imposed 

that education strongly influence human capital and finally we imposed the fact that human 

capital increase is seen in the increase in wages, hypothesis empirical tested before by Ileanu 

and Tanasoiu (2008). 

The results of estimation, made with specific software (AMOS) are presented in the 

next paragraph. 

 

III. Results 

 

Using the SPSS module AMOS we have made the graphical representation of the 

relations between the variables as the management theory and previous empirical studies 

sustain its. This representation could be seen in the figure presented below. The variables e1, 

e2, …, e44 represent standardized normal white noises. 

Figure 1 The Model of IC analysis 
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After the estimation using SEM in AMOS we achieved the values of the standardized 

coefficients of the models included in the system.  

Most of the coefficients are significant at levels around 0.05 as it can be seen in the 

table below.  

 

Table 2. Estimated values and significance tests of the SEM model 

   Estimate α(risk) 

Standardized 

coefficients 

SC <--- zvrstman2 -,570 ,014 -,487 

SC <--- zangsex2 -,217 ,242 -,185 

zcatr <--- SC ,191 ,050 ,218 

zangtr <--- SC ,311 ,003 ,343 

ztrday <--- SC ,298 ,003 ,316 

ztrday <--- zcatr ,236 *** ,219 

HC <--- zangexp ,138 ,042 ,097 

HC <--- zangtr ,031 ,589 ,023 

HC <--- ztrday ,150 ,004 ,115 

HC <--- Zangedu 1,000  ,699 

zinvinov <--- SC ,283 ,004 ,315 

IC <--- SC 1,000  ,441 

IC <--- HC 1,000  ,539 

IC <--- zinvinov 1,161 *** ,461 

zperf <--- IC ,016 ,042 ,042 

zcanewp <--- IC ,207 *** ,481 

zwage <--- HC 1,000   

Note: *** estimated coefficient is significant at level lower than 1% 

 

IV.  Findings 

 

Most of the coefficients are positive and are showing the direct contribution of the 

factors on the growth of the enterprise’s Intellectual Capital. The human component is based 

on training investment and the effects of investment in trainings are seen by the increase of 

training days number. 

An increase by 1 % of the percentage allocated for employees training will have 

positive effects (increase by 0,236 %) in the average number of days of training. An increase 

of the average number of days of training will generate an increase of the human capital. 

Here can also be observed the positive and indirect effect given by the percentage of turnover 

(zcatr) allocated for training on the human component. 

Human capital in the case of Romanian SMEs from SCIT domain is based on educa-

tion, training allocation funds and effort of training. In these evidences there are some hidden 

factors which contribute to the increase of HC even if they are not represented in the current 

model. Some examples could be:  the capacity of trainers, the abilities of trainers, and the 

structure by age of trained persons, and job satisfaction for about some studies are showing 

that motivator factors are influencing employee level of satisfaction, and then the employee 
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job satisfaction contributes to employee engagement (Akinbobola, 2011, Brown,1996) and 

finally SC and HC development.  

The red circle marks the connection between SC component and factors of HC. In 

the vision of Bontis (2001) SC “deals with the mechanisms and structures of the organization 

that can help support employees in their quest for optimum intellectual performance and 

therefore overall business performance. An individual can have a high level of intellect, but if 

the organization has poor systems and procedures by which to track his or her actions, the 

overall intellectual capital will not reach its fullest potential”. In conclusion, good strategies 

and good abilities of the decisional factors will determine efficient allocation of funds and the 

effects will be seen in the increase of HC, IC and finally on the increase of company perfor-

mances, outputs.  

The share of trained employees is not significant (the risk=0,589>0,05). This thing 

takes into account that the SCIT activities in Romania are relatively recent formed. Most of 

employees are young and above average skilled due to the nature of activity and its require-

ments. Also a larger offer than demand of labor force in this domain is influencing the structure 

and qualification of the employees in the current domains. Most of them are working in direct 

production so the percentage of trained person should not count. In order to have a significant 

influence, this problem should be treated using a binary variable for a larger group. For ex-

ample could be obtained different results if this variable is categorized as follows: “trained 

most of them or all vs. and only few or non-of them are trained”. 

The structural capital is influenced by employees distribution by gender and by the 

age=experience of the manager. Since the model is estimated using standardized variables 

and the relationships between SC and manager’s age and between SC and the structure by 

gender are parabolic with negative quotients, the maximum of SC is reached when the initial 

variables are equal with their sample means. In this case the sample mean is given by the 

56.6% of male proportion. Gender structure, used as human capital component was also 

found as significant in other studies, eg. Li J. et al (2008). 

According to descriptive statistics presented in the Table 1 combined with the re-

gression results from Table 2, the efficiency of the SC is achieved when the mean age is around 

40, and when the distribution by gender is equilibrated (around 50%-50%). These results are 

normal are proving that the stability and efficiency is given by equilibrium and experience. 

Since we deal with SMEs, most of them being close to micro-enterprises, and where the highest 

importance on the company future is given by the manager’ decision, the age of 40 is the 

most appropriate to increase the organizational degree and to improve in the end the HC and 

Intellectual capital. 

The results of this study sustain the hypothesis regarding the theory that the perfor-

mance of enterprises is directly influenced by IC. In the Table 2, the coefficient which relates 

IC and companies performances is positive and its standardized value shows that for an in-

crease of IC by 1% the enterprise performance will rise by 0,04%. This weak association reveals 

also that the increase of IC is not time synchronized with performance. The increase of com-

pany’s performance could be seen in few years. Another element which should be noted is 

that allocated funds for innovation have a strong influence on the intellectual capital develop-

ment. As the results show it an increase of the funds for innovation and research by 1% will 

determine an increase of the IC by 0, 46%. 
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Conclusions and future researches 

 

Providing the importance and contributions of intangible assets on the companies’ 

performances, using local empirical studies and many international similar examples, this 

study gives strengths and trust among the SME leaders in understanding, discovering and 

driving the intangible assets that are important value for their own businesses. Since active 

SMEs represent a driver in sustainable regional development and in particular for development 

poles (Davidescu & Strat, 2014), perhaps the key factor of these results is represented by the 

way of how we measure and exploit the SMEs IC. 

Furthermore discovering and correctly driving the SMEs IC Such awareness is essen-

tial in particular in all countries, where SMEs make up a significant proportion of business and 

employment.  

  After the experiment regarding the evaluation of IC, at least in the case of SMEs 

from Romania it is necessarily to verify methodology on larger samples.  Due to high hetero-

geneity degree it is recommended to take into account the particularities of economic domain. 

In the future, this study should be improved by including more indicators especially 

those that could reveal the relational factor. This study could be also applied on all major 

domains from Romanian economy to analyse the differences and particularities found in each 

branch 

It is necessary to improve the model on a panel data set of companies in order to 

facilitate the asynchronous analysis due to distance in time between efforts and effects. How-

ever, even if the model has enough possibilities of development, it can be considered a pilot 

study, or a start point on the complex process of IC measurement and evaluation, being also 

the first detailed quantitative study applied on SMEs.  
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Abstract: 

The present article analyses the corporative practices and the consumers’ protection from the 

perspective of sustainability reporting, offering a fundamental theory for the sustainability report-

ing domain, which explains why a company is responsible for consumers’ protection. Based on 

the domain literature and on qualitative data from reports recommended by Global Reporting 

Initiative, within the article there is developed a conceptualization of corporate practice regarding 

consumers’ protection, the research having implications for the practice in the domain and for 

further researches. 

Key words: consumer, integrated reporting, sustainability reporting 

 

 

1. Introduction 

 

Businesses of large companies are carried out around two major objectives: profit 

and sustainability or sustainability and profit. Their order is not necessarily relevant, condition-

ing and ensuring one another, both contributing to diversification of the information provided 

by economic actors that intend to be competitive and to secure the market and the reliability 

of stakeholders. 

Companies, especially those listed, are required to publish yearly both the financial 

statements and a report on corporate governance, so that users be able to substantiate their 

analysis and decisions. In addition, companies enlarge the information offered by highlighting 

the aspects of business sustainability in order to convince the whole society, in general, and 

the users, in particular, on responsible corporative behavior. Regarding financial reporting, 

literature abounds with studies and positioning of the various (Minnis, 2011; Bartkus, Glas-

sman and McAfee, 2006; Healy and Palepu, 2001; Baker and Wallagey, 2000; Ward, 1998; 

Herry and Waring, 1995), the nonfinancial reporting is at the beginning, and what exists, at 

the level of publications, focuses primarily on social and environmental issues (Brown, de Jong 

and Levy, 2009; Botescu, Nicodim. and Condrea, 2008; Udayasankar, 2008;  Falck and He-

blich, 2007; Perrini, Russo and Tencati, 2007; Jenkins, 2006). Social responsibility follows the 

overall dynamics of international management trends being standardized in packages that 

can be implemented such as: UN Global Compact, The Global Reporting Initiative (GRI) and 

ISO standards (Sahlin-Andersson, 2006).  



 

Quantitative Methods Inquires 

 
98 

GRI is nowadays the best known frame for voluntary reporting regarding environ-

mental and social issues, being world-wide used (in more than 65 countries). The GRI aim is 

to harmonize the various existing reporting systems and provide a platform for active dialogue 

about what is sustainable performance. „Its model was the U.S. financial reporting system 

FASB, which GRI has sought to expand in depth (global), goal (indicators of social, economic 

and environmental performance), flexibility (descriptive and quantitative indicators), as well as 

what regards the interested public (industry, financial sector, accounting profession, civil soci-

ety, NGOs working on human and environmental rights and other stakeholders)” (Brown, de 

Jong and Levy, 2009). 

Referring to developed markets, communities influenced or affected by the activities 

of companies enjoy their attention and occupy a central place in the development and imple-

mentation of socially-responsible policies and measures. Thus, companies rely on the involve-

ment and participation of communities in the design and implementation of companies’ pro-

cesses and activities that directly affect them (Corus and Ozanne, 2012). At the level of unde-

veloped markets, negative impact of corporations’ activities on communities is not a very im-

portant issue for them (Garvey and Newell, 2005). 

In all these aspects presented so far, the consumer role is clear and decisive as re-

gards the business development approach. The consumer through its manifestation in the 

market can have a decisive contribution to the companies’ prosperity and affirmation, be-

comes the actor around which gravitates the entire businesses system. The natural question to 

ask is about how companies manage to attract, retain and loyal consumers. If we consider the 

first of the two strategic objectives mentioned above, respectively the profit, the answer to such 

a question can be given by the pricing policy on products that companies sell. The consumers 

face two problems: less money in the pocket and higher prices on the market. Along with the 

understanding that seller aim to increase the price (Bolton & White, 2006), it must be also 

understand the consumer that wants a reasonable price. The perception of this attribute of 

price of being reasonable is related to the consumer’s assessment ability and to its emotional 

condition when comparison is made with similar products in terms of acceptability, respectively 

utility (Xia, Monroe and Cox, 2004). Consumers who perceive price as unacceptable, have a 

negative attitude on that who applies it (Gebhardt, 2008) and show a self-protective behavior 

by complaining on that commercial relationship, and even cancel it (Monroe & Xia, 2006). If 

we consider the second of the two strategic objectives mentioned above, respectively sustain-

ability, the answer lies in promoting by company of specific policies that lead to obtaining and 

providing products that, in addition to usefulness, should be friendly to both the purchaser and 

the environment in which he operates. 

The proactive behavior of consumers is encouraged; their role is there is redefin by 

the development of a relationship between them that provides them more than just the op-

portunity to ensure the product they need. On this background, innovation occurs as a way to 

push things forward, a way to meet long-term demands of consumers, especially those relating 

to value. Basically, the traditional way of doing business is given up, the whole business system 

is reconsidered, collaboration with the consumer and placing him at the forefront of all com-

pany processes being crucial. Companies reassess their policies, reestablishes their values, 

target sustainable development and are forced to make known their approach through com-

munication, by presenting financial and nonfinancial information, practical by sustainable re-

porting.  Is the way to be more expressive, more directly, more understandable to all who aim 
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to obtain value and, why not, much more marketable. Integrated reporting is the path to 

financial stability and sustainability of any type of business in the current society. 

The present study, based on stakeholder theory, examines the influence of sustaina-

bility reporting on consumer’s protection, prepared on the basis of GRI practice. For this pur-

pose, we consider a sample of 26 reports from GRI site. The research methodology used in 

this article is the qualitative analysis that is based on the fundamental theory. The results 

obtained show the interest of large companies for development of sustainability reporting with 

help of various categories of stakeholders (consumers in our case). 

The paper is organized as follows: the second section is the specialty literature review 

regarding sustainability reporting, sustainability and consumer care, in the end being pre-

sented a short resume on the stakeholder theory; the third section describes the methodolog-

ical approach and forth section presents the findings. Finally, the fifth section provides the 

conclusions and the implications of the present research. 

 

2. Literature review 

 

2.1.  Sustainability reporting 

The sustainability reporting supposes two ways of discussion and understanding: the-

oretical and practical. Theoretically, till now, in the literature, has not yet been developed a 

widely accepted definition of “sustainability reporting”. Academic articles and business press 

use the term, but in fact they talk about “sustainability” or “corporate social responsibility”. 

Practically, the companies, being concerned over the social and environmental impact of busi-

ness and the impact of social and environmental issues on business, manage their sustaina-

bility footprint. Recent emphasis has been on the integration of ethical, social, environmental 

and economic, or sustainability issues within corporate reports. This has been referred to as 

‘triple bottom line’ (Elkington, 1997), or ‘sustainability’ reporting (Global Reporting Initiative, 

2000).  

Reporting represents for companies an indirect way dialogue with stakeholders. Re-

porting is both the vector that provides information on the current situation of the company, 

its strategy and future direction, as well as the key and basis of any deep discussion about the 

sustainability of its products and its approaches to competitiveness, development, for suprem-

acy in the market. The demand for information market seems to disagree with the honesty 

and sometimes coldness and objectiveness of financial reporting figures, focusing more on 

reports which present in details, on a non-financial manner, data and information about prod-

ucts, suppliers, consumers, company politics and actions regarding the assumed role as an 

organism responsible and accountable for its actions. 

The companies managers are awareness that through a sustainability report they 

can successfully accomplish their managerial plans, so that they included the sustainability 

report in the companies organizational culture. Now, regarding the sustainability reporting, 

there are concerns about the completeness and credibility of these reports (Adams, 2004) and 

the motives of managers preparing them (O’Dwyer, 2003). But, taking into account that many 

researchers in the field of sustainability reporting are motivated by a desire to see improve-

ment in the sustainability performance of organizations (Adams and Gonzalez, 2007), we con-

sider that there will be enough room for improvements, by creating a Conceptual Framework 

for Sustainability Reporting and for a universal application of the sustainability reporting. 
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2.2. Sustainability and consumers care 

In the domain’s literature there are several theories which attempt to explain moti-

vations for embracing sustainability path (Garriga and Mele, 2004). According to a Financial 

Times article by Maitland (2003) “many companies are concluding that they cannot afford not 

to invest in being seen as responsible.” Although this study is based on stakeholders’ theory, 

it is necessary to point out two other theories which could explain the company’s consumer 

care, such as integrative and ethical theories. These suggest that firms engage in socially re-

sponsible activities because they have a normative (moral) commitment to serve multiple 

stakeholders (Berman, et.al., 1999; Garriga and Mele, 2004; Matten and Crane, 2005). Com-

panies, such as Microsoft and Google, are among the strongest proponents of corporate social 

responsibility (Delaney, 2008; Guth, 2008). Consumers, the most important stakeholder in 

this context, are different, today we meet with ‘greener’ and ‘ethical’ consumers asserting 

themselves more and more often. Changing consumer preferences are also going to prove to 

be a tipping point for companies to be aware and act consequently. 

The new consumers are asking more and more difficult questions, consumers asking 

brands how they deal with other products, and so on. A major change in the business world 

is made by introducing the consumer community to some information about the producer 

community. This is a very efficient way of changing the old state of things, to bring the new 

consumer up at the level of partnership with the producer. This relation affects the rules of the 

game. We are witnessing at the attempt to fill up the gap between producers and consumers 

by making things much more local, punctual, internal. 

The business development is related to the consumer attitudes on business. Each 

category of stakeholders (consumers, shareholders, employees, managers and so on) is mak-

ing different choices. These are the things that are bridging the divide between business and 

development, and it might be a very positive trend. Building this new concept of stakeholder, 

by introducing inside the shareholders, is based on the new type of company, a company in 

which the primary stakeholders have a majority share in the structure of the company and are 

directly linked to the consumer community. Consumer perception of companies on the im-

portance of consumers is an approach that is taking shape not only from business environ-

ment, the governments also being actively involved in supporting and promoting measures by 

which the consumer to be respected. Legislation in the United Kingdom, for example, requires 

public listed companies to disclose the risks of ethical, social and environmental concerns in 

their annual reports (Porter and Kramer, 2006). 

The consumers have become during the last decades almost a natural resource for 

the company development. The company has to promote its best policies to attract and to 

maintain the consumers inside the business. There are a lot of companies which understood 

this and provide models for “conserving” this natural resources base (the companies which are 

provider for the featured GRI reports). These companies, which are realizing that they depend 

on consumers, maintain a good balance between financial and social policies, between share-

holders and stakeholders treatments, between interior and exterior process of the company. 

Even if one of these things moves out of balance, then everybody suffers. 

 

2.3.  Stakeholder theory 

A sustainability report based on production and presentation of complex information, 

usually voluntary, extends the information contained in traditional financial statements. Its use 

may be justified by reference to stakeholder theory, according to which companies should 
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create wealth for all stakeholders, in contrast to the traditional financial reporting based on 

creating value, in principal, for the actual and potential investors and for the lenders (IASB 

Framework, 2010). The basic proposition of the stakeholder theory is that the firm’s survival 

depends on its successful management of relationships with stakeholders. Considering that 

the information provided in financial statements is usually insufficient, the corporate transpar-

ency must be expanded to stakeholders’ area and must be presented in an integrated form. 

Stakeholder theory is, in our opinion, the most appropriate theory to explain the 

consumer’s role and importance for the company development. Also integrative theory and 

the theory of ethics participate fully in support of sustainability reporting, in general, and con-

sumer protection, in particular. Because the terms general and particular were used, it is nec-

essary to bring in discussion the broader perspective of the stakeholder theory – an individual 

can be part of more than one stakeholder group (Freeman, 1984) and the narrow view of 

stakeholder theory – stakeholders are those groups that are necessary for company survival 

(Mitchell, Agle, and Wood, 1997). This paper adheres to the narrow perspective of stakeholder 

theory. Although the company interacts with many groups of stakeholders, the company’s 

survival depends on the consumers. 

 

3. Method 

 

The sustainability and the consumer care is a relatively new direction in the modern eco-

nomic research, and, most important, the companies’ perceptions of sustainability reporting rep-

resent a complex area where more work is needed. In this context we consider that a research 

strategy that usually emphasizes words rather than quantification in the collection and analyses 

the data – the qualitative research, represents an appropriate approach to knowledge generation. 

Qualitative content analysis used in this paper is the most used approach in qualitative analysis, 

although in current research approaches the quantitative content analysis is preffered (Insch, 

Moore and Murphy, 1997). So, we have decided to concentrate our attention on the company's 

behavior in relationship to consumer, analyzing a particular aspect of organizational culture, 

namely how the company implements sustainability reporting (particularly for consumer protec-

tion). Given these reasons, qualitative content analysis, semiotics and hermeneutics are used 

based on the grounded theory to identify the dimensions of the company policies in consumers’ 

protection. 

 

3.1. Data collection 

For the study 26 reports recommended by GRI were analyzed. All the reports are 

organizational documents which that due to the relevance of the information presented are 

recommended by GRI to be used as a model. So, we have a heterogeneous group of sources 

which are of particular interest for both the business world and research, due to the vastness 

of information relating to documentation. These documents were produced for the business 

development, they are non-reactive, and so, they do not affect the validity of the research 

results. Also, the criteria for assessing the quality of the documents (Scott, 1990): authenticity, 

credibility, representativeness and meaning have been met, taking into consideration that 

these documents were certified by the independent audit firms on the one hand and by the 

GRI group of experts on the other hand. 

GRI report presents, as general view, the necessary information belonging to an en-

tity so that it can improve the aspects of the elements of economic, social and environmental 
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performance. The indicators recommended by GRI to be included in the social responsibility 

report have the mission to guide the content of the report and not offer solutions on how data 

can be collected for presentation or calculation of indicators. The importance and recognition 

that GRI has gained worldwide has led us to choose this referential as a basis for study social 

responsibility reports. The performance indicators recommended by GRI are of three types: 

economic performance indicators (9 indicators), natural environmental performance indicators 

(30 indicators) and social performance indicators (40 indicators). Social performance indica-

tors recommended by the GRI are grouped into four categories: labor and decent work prac-

tices (14 indicators), human rights (9 indicators), society (8 indicators) and product liability (9 

indicators). The analysis was focused on product liability area, being analyzed indicators re-

flecting company policy on consumer protection: Customer Health and Safety, Product and 

Service Labeling, Marketing Communications, Customer Privacy and Compliance. 

 

3.2. Sample 

Purposive sampling was employed in the selection of the GRI reports. This means 

that reports were chosen that could inform us about the research problem addressed in this 

study, similar to the working procedures used in other works that deals with the issue of sus-

tainability reporting (Creswell, 2007). The sampling strategy was thus driven more by theory 

than by representativeness. Our selection was directed to those reports that included compa-

nies with high levels of sustainability reporting behavior regarding the company's attitude to-

wards consumers needs. At the time of data collection (October 2013), on GRI website were 

presented and recommended as a model 42 sustainability reports produced by large multina-

tional corporations. From these, only 26 were analyzed (Table 1), remaining 16 reports were 

removed from the study because: 1 of them could not be downloaded, 9 of them were not 

written in English but in Spanish, Portuguese or Arabic, and six reports did not provide infor-

mation about the company policy on consumer protection. 

 

3.3. Data analysis 

Grounded theory has become by far the most widely used framework for analyzing 

qualitative data (Glaser and Strauss, 1967). According to this theory is required to code data, 

to combine the codes into broader categories and themes, and to interpret the results. In the 

first step, categories related to sustainability reporting (open coding) were formed. In the sec-

ond step, a category was identified as the central phenomenon: consumer protection. Third, 

axial coding dealing with the central phenomenon was undertaken. Finally, all of the catego-

ries were drawn upon to develop a typology. For data interpretation was used, through induc-

tive reasoning, qualitative content analysis. A semiotic analysis which suggests that the sym-

bolic order of a culture is constructed and interpreted through a system of signs was used to 

highlight the new meanings of the producer – consumer relations (Barley, 1983). To obtain 

objective results, the entirely analyses of this research was realized under umbrella of the 

hermeneutics approach. 

 

 

 

Table1. The sample composition 
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Company 

Name 

Activity 

Sector 

The num-

ber of 

sustaina-

bility re-

ports 

The name of the 

present report 

GRI 

checked 

The 

length of 

the pre-

sent re-

port 

(pages 

number) 

How many 

time the 

word con-

sumer / 

customer 

appears in 

report 

Larsen & Toubro 

Construc-

tion, 

Industry 

6 

L&T's Corporate 

Sustainability Re-

port 2013 

A+ 136 6 

ÇİMSA 

Industry 

 

3 

 

Sustainaility Report 

2012 

A+ 92 3 

Commerzbank Banking 2 

Corporate Respon-

sibility Report 2013 

A 88 6/319 

Bank Asia Lim-

ited 

Banking 1 

Sustainability Re-

port 2012 

B 84 8/43 

Liberty Global 

Media 

Cable 

2 

Corporate Respon-

sibility Report 2012 

B 60 23/169 

BHP Billiton Industry 15 

BHP Billiton Sus-

tainability Report 

2013 

A+ 54 1/15 

Petrochemical In-

dustries Com-

pany 

Industry 5 

PIC Sustainability 

Report 

B 49 7/25 

Family De-

veloment Foun-

dation 

Govern-

ment Or-

ganization 

2 

Clear vision To-

wards Sustainability 

A 87 0/10 

Dell Industry 3 

FY13 Corporate 

Responsibility Sum-

mary Report 

A 39 5/36 

Queiroz Galvão 

Exploração e 

Produção 

 

Industry 2 

Sustainabiliy An-

nual Report 2012 

B 39 10/34 

Q8 Industry 1 

Q8 Corporate Sus-

tainability 

Report 

C 42 1/11 

Northrop Grum-

man 

Services 

and Indus-

try 

5 

2012 CORPORATE 

RESPONSIBILITY 

REPORT 

A+ 42 0/62 

Votorantim Industry 3 

Integrated Report 

Votorantim 

B+ 160 8/82 

United Parcel 

Service (UPS) 

Services 10 

UPS Corporate Sus-

tainability Report 

2012 - More of 

What Matters 

A+ 143 6/188 

İşbank Banking 1 

Sustainability Re-

port 2012 

B 120 4/237 

CapitaLand Lim-

ited 

Construc-

tion  Real 

Estate 

4 

CapitaLand Limited 

Global Sustainabil-

ity Report 2012 

B+ 73 1/13 

Alcatel-Lucent 

Telecom-

munica-

tions ser-

vices 

3 

2012 Sustainability 

Report 

A+ 242 11/186 

Export Develop-

ment Canada 

Financial 

Services 

9 

CSR in the New Re-

ality 

B+ 43 0/53 
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Company 

Name 

Activity 

Sector 

The num-

ber of 

sustaina-

bility re-

ports 

The name of the 

present report 

GRI 

checked 

The 

length of 

the pre-

sent re-

port 

(pages 

number) 

How many 

time the 

word con-

sumer / 

customer 

appears in 

report 

Dubai Customs 

Govern-

ment Or-

ganization 

5 

Dubai Customs 

Sustainability Re-

port - 2012 

A 30 0/45 

Pacific Rubiales 

Energy Corp 

Construc-

tion  Real 

estate 

5 

Pacific Rubiales 

Sustainability Re-

port 2012 

A+ 240 2/23 

Hamburger 

Hafen und Logis-

tik AG 

Transpor-

turi 

2 

Annual Report 

2012 

B+ 225 3/60 

Hydro-Québec 

Electric Util-

ities 

5 

Sustainability re-

port 2012 

B 48 8/67 

Vancity Banking 10 

2012 Annual Re-

port: The Vancity 

Effect 

A+ 72 5/6 

Energy Develop-

ment Corpora-

tion 

Energy 6 

It's Possible: EDC 

2012 Performance 

Report 

A+ 194 5/64 

SNAM Industry 6 

Sustainability Re-

port 2012 

A+ 116 5/29 

Ecopetrol  4 

Reporte Integrado 

de gestión Sos-

tenible 2012 

A+ 385 7/76 

 

Table 2: Customer care through Product Responsibility 

Dsi-

closures 

key / 

The re-

ported 

level 

Customer health 

and safety 

Products and 

service 

Labeling 

Marketing 

Communica-

tions 

Customer 

privacy 

Compliance 

(PR) 

1.  Partially reported Fully reported Fully reported Fully reported Fully reported 

2.  Fully reported Fully reported Fully reported Fully reported Fully reported 

3.  Fully reported Fully reported Fully reported Fully reported Fully reported 

4.  Not reported Fully reported Fully reported Fully reported Fully reported 

5.  Not reported Fully reported Fully reported Fully reported Fully reported 

6.  Fully reported Fully reported Fully reported Fully reported Fully reported 

7.  Not reported Fully reported Not reported Not reported Not reported 

8.  Fully reported Not reported Fully reported Fully reported Fully reported 

9.  Fully reported Fully reported Fully reported Fully reported Fully reported 

10.  Not reported Not reported Not reported Not reported Not reported 

11.  Not reported Not reported Not reported Not reported Not reported 

12.  Not reported Not reported Not reported Not reported Not reported 

13.  Partially reported Fully reported Partially re-

ported 

Not reported Fully reported 

14.  Fully reported Fully reported Fully reported Fully reported Fully reported 

15.  Not reported Not reported Fully reported Fully reported Fully reported 

16.  Partially reported Not reported Partially re-

ported 

Partially re-

ported 

Not reported 

17.  Fully reported Fully reported Fully reported Fully reported Fully reported 

18.  Not reported Not reported Not reported Not reported Not reported 

19.  Fully reported Fully reported Fully reported Fully reported Fully reported 



 

Quantitative Methods Inquires 

 
105 

Dsi-

closures 

key / 

The re-

ported 

level 

Customer health 

and safety 

Products and 

service 

Labeling 

Marketing 

Communica-

tions 

Customer 

privacy 

Compliance 

(PR) 

20.  Fully reported Fully reported Fully reported Fully reported Fully reported 

21.  Fully reported Fully reported Fully reported Fully reported Fully reported 

22.  Fully reported Fully reported Fully reported Fully reported Fully reported 

23.  Not reported Fully reported Fully reported Fully reported Fully reported 

24.  Not reported Not reported Not reported Not reported Not reported 

25.  Fully reported Not reported Not reported Not reported Fully reported 

26.  Fully reported Fully reported Fully reported Fully reported Fully reported 

 

4. Results 

 

On the basis of the findings of the qualitative study, we highlighted the place of 

consumer in the center of the strategic objectives of corporate social responsibility which per-

ceive the implementation and publication of the consumer protection practices as a corporate 

perspective of sustainability reporting.   

 

4.1. Sustainability domains and company’s perception  

The term social sustainability of the company is used to cover a broad area of con-

cepts in scientific literature, making its exact definition to be ambiguous. The broadening of 

its coverage area has been present in contemporary literature by including the term stake-

holders and implicitly many other aspects related directly or indirectly to the company life. 

Inaccurate terminology is generated also by his dynamic character and changing resultat of 

its alignment with current social problems. Social sustainability orientation does not eliminate 

the problem of company profitability, which remains the main reason for the existence of the 

company, but add on the management agenda social and environmental problems resulting 

from the activity of the enterprise and how they affect communities (Nasrullah and Rahim, 

2014). 

We started the construction of this approach from the consideration that reporting at 

the company level, is undergoing a period of search and retrieval, in the idea of being close 

to what the free market and modern society requires. As the way to penetrate into the market 

is satisfying consumer demands, and the consumer, as an individual, is the basic element of 

modern society, awareness and moving toward offering a varied and transparent information 

constitues strong attributes for performance of companies. Companies are turning to its stake-

holders, entering and feeding relationships without which their existence would not be possible 

(Freeman, et al., 2010). Ignoring by the company of non-financial aspects of performance 

cause loss of market share and value for the company and how it is perceived in the market 

and generate additional costs with informations and change negativelly the way company's 

products are perceived by clients (Pintea, 2011). 

The positioning of the top management of the companies analyzed in the sample 

provide certainty on this new guidance on reporting that is required to be made. Thus, at their 

level has become apparent, in accordance with the principles of corporate governance, stra-

tegic planning cycles to incorporate new dimensions of thinking and proactive action. Com-

panies is willing to focus on those issues that matter to all stakeholders, basically they assume 

responsibility to respond to all messages received from all interested parties. 
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 “Liberty Global's corporate responsibility strategy focuses on the issues that are most 

important to our stakeholders, as well as those issues that have a material impact on 

the future competitiveness of the business. These topics were identified and prioritized 

in a materiality assessment process which we conducted in early 2012. Our top seven 

most material issues include: customer privacy and security; digital inclusion; e-waste; 

transparency and disclosure; energy use and GHG emissions; and protecting children 

on the internet and TV. We have grouped these topics into four key issue areas: 1.pro-

moting a digital society; 2.building trust with our customers; 3.managing our environ-

mental impacts; and 4.being a responsible business. Our CR Framework summarizes 

our approach to managing these opportunities and challenges”. (Corporate Respon-

sibility Report 2012) 

 

New goals appear, we need the personnel specialized in the relationship with each 

of these stakeholders categories, as each may be decisive for the existence of the company. If 

until now we have shown that happens in relation to outside the company, it must be said that 

these efforts are considerable for stakeholders inside the company. These companies have 

chosen the path of transparency, chose to communicate with stakeholders bringing confidence 

from the inside out and from the outside taking involvement. 

 

4.2. Corporate stages of sustainability reporting development 

Not all the things we bring into discussion in this article, referring to the issue of 

sustainable reporting recommended by GRI reports were perceived, developed and presented 

so from the beginning. It therefore seems essential the need to provide guidelines for the 

creation of a true and fair view of sustainable reporting. 

It must be said that both the theory and practice of sustainable reporting occupies a 

central place within the concerns and approaches of all social actors responsible in all spheres 

of activity, from business to the society and from the society to business. States through spe-

cialized bodies have become actors involved in the issue of sustainable reporting, these being 

among the most energetic vectors in social responsibility activities. 

Sustainability has evolved in recent years from a concept on the company's impact 

on the environment in which it operates, in an overall management concept based on three 

pillars, namely environment, social and economic sustainability, known as triple bottom line – 

TBL or three pillars - profit, people, planet. TBL concept is addressed to stakeholders that par-

ticipate directly or indirectly impacted by the company's actions. Principles of sustainability 

have as main objective the development of globalized companies, through the participation 

of all major economic actors (governments, companies, society) with respect to the environ-

ment and people.  

The business of large companies can not and should not be seen only through the 

information that shows performance and financial stability because the companies are living 

organisms. Basically, this is achieved by sustainable reporting, informing the public about so-

cially responsible actions, the steps for a green planet and a clean environment, to position 

the company as local actors, zonal, regional and even global involved in community life. 

Things began timidly, given the traditional culture of the business environment - bu-

siness for profits. But businesses progresses well and are about to become sustainable, without 

reducing profit. The best example through qualitative research that we propose, is the name 

given of the reports submitted by companies (Table 1, Column 5). It is said that a good title 
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provides more than 60% chances of selling a book, so you must agree that those who promote 

the culture of our corporations know how to do, they do very well and convey a lot, including 

the idea of evolution. Since the current Sustainability Report or Corporate Social Responsability 

to the Annual Report (with a retro twist) and even to the futuristic Integrated Raporting, all 

bring about the story and charm periods they have spent and immortality unless they devote 

at least place collective memory. 

 

4.3. Sustainability reporting and consumers care 

We bring into question the sustainability of the product and hence the sustainability 

of the business. We go a little under which we are accustomed, advocating for change in 

perception and claim that a sustainable product is the key to business success. No matter how 

involved we were in environmental protection campaigns, how many social projects we sup-

port and run (without minimizing human value), we can not change the perception of the 

products that do not meet consumers needs. Consumer validates corporate actions on social 

and environmental responsibility, while not all companies have the same level of involvement 

in such activities that generate additional costs. In a competitive market, achieving social re-

sponsibility actions that are not appreciated by the consumer disadvantage companies by the 

high costs involved (Steger, Ionescu-Somers and Salzmann, 2006). 

If we talk about sustainable actions undertaken by companies, they seem to get past 

environmental and social labels and objectified, meaning approaching actual consumer, to 

meet all its requirements. Such an approach is the one proposed by a major player the Ger-

man financial world, Commerzbank: 

 

”We have defined a wide range of sustainability issues and reviewed the relevance of 

these issues for our stakeholders and the bank. The results were aggregated to form a 

materiality matrix. The issues that were of equally high importance to us and our stake-

holders in 2012 mainly relate to the sphere of action “market and customers”, for 

example customer satisfaction and consumer protection. By contrast, environmental 

issues were less significant because our banking operations have a comparatively low 

impact on the environment” (Corporate Responsibility Report, 2013).   

 

This position is certain evidence that managers of large corporations realize that its 

product policy is best valued from the consumer perspective. No matter how many "green" or 

human initiatives you might have, your products will not be marketable. However, the more 

consumer is satisfied, the product will record higher sales. 

Another example that things are going to prioritize the relationship that the company 

cultivates consumers/customers is the content of the column No. 8 of Table 1. The use of the 

two terms of sustainability reports is quasi-permanent, with no area of interest with no refer-

ence or use of consumer concepts, namely customer. 

The company's involvement with stakeholder leads to increased company value and 

the recent evolutions show that companies environment and mutual support stakeholders de-

pict resolving common problems and support each other. Social sustainability practiced by the 

company determines a natural process of selecting good managers who can adopt such poli-

cies, and makes it imperative specialized entities such as social or ethical audit. (Cespa and 

Cestone, 2007). Together with participation of stakeholders and their information about the 

policy adopted by the company ensure sustainable development of the company, the gain 
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from the synergy between the company and stakeholders stimulating the creation and align-

ment of the company's social policies to the current requirements of the society. 

The constant policies in relation to stakeholders ensure the company's prosperity. 

Thus, it is not irrelevant the argument of placing consumers or customers in the forefront of 

stakeholders, interacting with them and partnership: 

 

“At Dell, we start by listening and that process is critical to our reporting. Stakeholders 

for us include our customers, activists, industry partners, nongovernmental organiza-

tions, government agencies and regulators, suppliers, investors and team members. 

We regularly engage them, soliciting feedback, reviewing goals and responding to 

inquiries throughout the year” (Corporate Responsibility Summary Report).  

 

Thus. the extremely vast landscape of responsibility regarding the company, aquire 

concreteness through the role of the receiver of the company, which must hear the voice of 

consumers, to reach a compromise between what the company wants and the signal of the 

consumer so that the most consumer needs are met. 

 

“We consider the viewpoints of a wide range of stakeholders, including customers, 

employees, investors, community leaders, and NGOs through both formal and infor-

mal channels. This is extensively discussed in our report specifically as part of our ma-

teriality matrix program where we surveyed and cataloged their concerns and have a 

plan to prioritize and address the top-tier issues.  We also list our stakeholder engage-

ment program and collaboratively work with a variety of external initiatives to make 

greater impact” (UPS Corporate Sustainability Report 2012). 

 

We have a speech that makes part of an agreement (formal aspect of producer-

consumer relationship), in a deal (informal look the same relationship), a fairly clear and con-

vincing evidence that each party must assume and comply with the terms of the collaboration. 

 

“Dialogue helps shape İşbank’s business strategy and the approach to sustainability. 

Accountability to stakeholders –customers, employees, shareholders and others af-

fected by the Bank’s operations – involves sharing insights and addressing concerns. 

Understanding consumers is the basis for the İşbank brand promise. Consumer insight 

is decisive for both the business strategy and product development. Comprehensive 

interviews and visits to customers throughout the network enable the Bank to identify 

trends in and respond to them in the product and service offering. İşbank’s stakehold-

ers are those institutions and individuals; that are potentially influenced by İşbank’s 

decisions, activities, products and services; that have a potential influence on İşbank 

with their decisions, activities, products and services”. (Sustainability Report 2012). 

 

Regarding the relationship company (producer) - consumer, we believe it is necessary 

to build a fundamental theory of the sustainability reporting  which emanates managerial 

transparency (from the company) and transparent decision-making (from the consumer). Such 

an approach might run as follows: 
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 Assuming and promoting partnership with consumers: declaring the consumer as a 

resource of strategic importance; harmonizations of the internal company documents 

with the contents of all regulations (laws, decrees, resolutions) on consumer protec-

tion; permanent consultation of the consumers by using all possibilities of communi-

cation (direct contact, using social networks, e-mail addresses); attracting the custo-

mers to the company's shareholders; involvement in joint projects and initiatives. 

 Product policy: consumer health and safety; products and service labeling; marketing 

communications; customer privacy; compliance. 

 Reporting focused on consumer: presentation of financial position statement of the 

company, by recognizing Asset (resource) "consumers" (traditional consumers, current 

consumers, occasional consumers) and Equity (source) "consumers"; statement of fi-

nancial performance by classifying revenues and expenses by the embodiment (reve-

nues and expenses in relation to traditional consumers - commercial relationships 

older than 5 years, revenues and expenses in relation to current customers  - com-

mercial relations more than 1 year but less than 5 years and revenues and expenses 

in relation to occasional consumers - commercial relations in the current year); the 

presentation of the cash flow statement on the consumer (traditional cash flows, cur-

rent cash flows, occasional cash flows); 

 

In all three positioning we find through appeal to the procedure semiotics, very clear 

signs about the role and importance in the lives of consumers and companies approaches. 

Thus placement in top of the list of stakeholders is an extremely strong signal ; continuous 

consultation with them also, and the fact that the two major players - the producer and the 

consumer depend on each other, completes the picture.  

 

5. Conclusions  

Based on the results of this study we can highlight the importance given by the com-

pany to its consumers, which are placed in most of analyzed reports in the forefront of the 

company's trusted partner. Stakeholder theory is useful in analyzing data on corporate sus-

tainability. Group affiliation and ownership structure as well as corporate governance appli-

cation, determine sustainable involvement of companies and correct information to stakehold-

ers. 

First, the results of the study highlighted the importance of stakeholders to develop 

business and related to this, the company management orientation for their stakeholders. 

Although so far we have not made reference other than the management of companies, to be 

responsible for providing a comprehensive image about the business, we must say that the 

financial accounting system is the part aimed to perform the entire procedure for financial 

support and responsible attitude. Purely financial reporting, still satisfactory at the time of this 

article, should be seasoned with everything we have shown that courses of action are moving 

into consumer requirements. 

Secondly, the results of the study have provided, by recourse to semiotics, clear signs 

of positioning in the top list of consumer stakeholders. The consumer is the key to any sustain-

able approach developed at company level. Product sustainability translates now through per-

formance and corporate ethics, leading to the strengthening of headquarters of a successful 

business: sustainability and profit. Another important aspect reflected in the study is the one 

that gives the required notice of balance, meaning it promotes the idea that a company can 
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not get from stakeholders more that it can give, if we refer only to the consumer, and that the 

relationship must be balanced between all categories of stakeholders, without favoring one of 

them over others. 

Third, the results of the study reflected the importance of consumer for the company, 

the acceptance of the consumer in everything that means strategy, action plan and activities 

at the company level. Consumer becomes an agent of welfare, a cornerstone of any building 

policies and product strategies. We can speak now of agency theory in producer-consumer 

relationship, the consumer being the agent who, through his actions bring welfare to the pro-

ducer. Thus, the relationship between producer and consumer is based on a permanent feed-

back, companies focusing on this aspect. 
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