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Abstract 

Big Data is a new technology with a model that works with a large amount of various type 

data (structured, semi-structured and unstructured) differently from static data being stored in 

warehouse. The data are generated from a variety of instruments, sensors and mainly by 

computer transactions. They are constantly updated with a high frequency and become more 

and more accurate and precise with the passage of time. Main purpose of this paper is to 

bring into light the new technologies, process and statistical analysis to extract values and 

results from Big Data. This work, in the first part, introduces the main characteristics of Big 

Data and its basic management. Important suggestions are developed  for a quality control 

before to extract significant samples for subsequent analysis. Follows, in the second part, the 

comparison with other traditional techniques. In the last part, the paper highlights the growing 

role of Big Data and the key benefits in some strategic sectors (Education, Health Care and 

Banking Industry). Common to our interest fields, the principles of ethics and privacy, to be 

observed, are also mentioned. 

Key words: Big Data, Data Quality, Data Mining, E-learning, Learning Analytics, Health 

Care, Banking Industry, Ethics, Privacy 

 

 

Introduction 

 

Big Data were born because of the massive proliferation of elementary data from 

multiple sources. Sets of images, e-mail, GPS data, or information obtained from web sites 

(such as access, permanence, etc.) can be defined Big Data (Snijders, et. al., 2012). One of 

the fundamental characteristics of Big Data is the heterogeneity of data sources: these are 

data sets, or frequently of dynamic flows of 'metadata', from heterogeneous databases (Rez-
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zani, 2013). Table 1 shows, in a non-exhaustive list, the main sources from which they are 

taken Big Data. Almost all data is generated typically at sub-daily basis: hours / minutes / 

seconds / milliseconds. For example, not only censuses, surveys, interviews, or question-

naires; but also information collected from the Internet, by telephone networks, by satellite, 

or for transport, may be part of the same set of data.   

Big Data is often confused with simple digital traces of human activities mediated 

by information and communication technology, as are the recordings of access to services 

which are called the log of service (phone calls, messages exchanged with   identification of 

the applicant, short texts, and geolocation). Even the logs can be considered data of a Big 

Data system. 

 

Table 1. Some Data Source of Big Data and type of data  

Data source Type of data generated  

E-mail, SMS, instant message, YouTube, 

WhatsApp, Web 

Textual, graphical, and audio video 

Electronic medical instruments, scientific 

experimental and observational data 

Numerical (i.e. temperature, pressure, etc.), and 

diagnostic images (i.e. computerized tomography,  

ECG, etc.) 

Environmental sensors Numerical, textual, graphical, audio-video  

Financial transactions Textual and Numerical 

Traditional Database and Datawarehouse  Numerical and textual 

Satellite Numerical and graphical 

 

A common definition of Big Data is that offered by Doug Laney (Laney, 2001), 

which is based on the paradigm of the three V (Volume, Velocity, Variety) (Table 2): 

• Volume: it is estimated that by 2020 a measure of 35 thousand billion gigabytes of da-

ta will been generated. With regards the enumerations of the bases of Big Data, it the 

measure would have gradually proceeded to extend the measuring units that gradually pro-

ceeded in extension of the average-sized volumes in place, arriving today with volume or-

ders of magnitude expressed in 'Zettabyte', equal to one billion terabytes and Yottabyte 

equal to one trillion of bytes.  

• Velocity: Once extracted, the data must be analyzed promptly, not to become obsolete, 

and therefore unnecessary to make a "decision". The fast acquisition and access to required 

data is therefore essential. Just think that it is not uncommon the need to acquire 'live data' 

(for example, access to sites, search engines in the Internet, or share data in television), to 

process on a daily basis, and, mainly at sub-daily basis. 

• Variety: Data have highly heterogeneous nature (eg., texts, images, videos, web 

searches, financial transactions, email, post on blogs and social networks, etc.), and each 

size requires a dedicated treatment. This characteristic of Big Data may require scaling oper-

ations or conventional classifications (for example catalog of images for the chronological 

date, or for chromatic scale or according to another ordinative scale) (Manyika et al., 2011). 

Some scholars suggest adding to the definition of Big given two more V: 

• Variability: the data must be contextualized, as their meaning can vary depending on 

the context. 

• Virality: the growth of Big Data is exponential, like wildfire. 

These peculiar features and specifications require that, with respect to storage, the 

constituents Big Data, are both structured to unstructured, and are expressed on different 

measurement scales, or are also qualitative (Table 2). 
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Therefore, Big Data is not just a lot of data, but it is a System to handle a large 

amounts of data of any type.  

Table 2. Features of Volume, Velocity and Variety of Big Data 

Feature  Size, Time and Type of data 

VOLUME Size: TB (terabyte = 1024
4
 byte) - PB (petabyte =1024

5 
byte) -

 
EB (exabyte = 

1024
6
 byte) - ZB (zettabyte =1024

7
 byte) -YB (yottabyte = 1024

8 
byte) 

VELOCITY Time: Results in real time: fast acquisition and access to data is essential, 

especially for 'live data’ that must be processed on daily or sub-daily basis.  

VARIETY Type of data: Structured – Semi-structured – Unstructured (qualitative) 

 

In this complex panorama, the aim of this work is to bring into light the new tech-

nologies, process and statistical analysis to extract values and results from Big Data.  

The paper is structured into three parts: introduction to Big Data, comparison with 

other traditional techniques, main applications to some strategic sectors.   

In the first part, after the present introduction, the difficulties inside the Big Data 

management are presented. Due to the large amount of data produced in continuity and to 

the need to work on samples drawn from the population it is essential to carry out a prelimi-

nary Data Quality Statistical Control (Section 2).  

In the second part, we compare the Data Mining methods already used for some 

time, with the new frontiers opened by Big Data (Section 3). This part is devoted to the appli-

cations of Big Data in strategic sectors as E-learning, Learning analytics, Healt Care, Banking 

Industry (Sections from 4 to 7). 

In the last part, the principles of ethics and privacy in the era of Big Data are dis-

cussed (Section 8) and  the main benefits of using Big Data in the analysed sectors are un-

derlined (Section 9).  

Finally, in the conclusions, the perspectives that today offer the Data Science in-

cluding Big Data are emphasized. 

 

2. Quality Assessment Process for Big Data 

 

The management of Big Data is very complex because many are the data stored 

and sometimes the Big Data are erroneously also referred to as large the data set. We must 

filter from this very lot of data selecting only those that meet the quality control require-

ments. The filtered data become statistical sample to which it is possible to apply inference 

or traditional analysis methods of Data Mining. Otherwise, for work directly with Big Data we 

need only apply special parallel algorithms. In this context it is useful, also, the adoption of 

'genetic algorithms' capable of operating a meeting of non-metric also data from dynamic 

sources coagents in the process of dataset formation. These algorithms can be used for cate-

gorical or probabilistic selection methods (selection of 'Boltzmann') (Koza, 1992; Wright, 

1991). 

The progress made in the meantime by the scientific and technological research in 

hardware and software area have ensured satisfactory performance in terms of efficiency, 

access to Big Data and power and effective processing speed.  

Big Data collection requires to acquire and analyze data from several sources and 

with various researchers. For this reason decision-makers have gradually realized that this 

massive amount of information has benefits for understanding customer needs, improving 

service quality, and predicting and preventing risks. It is also logical that use and analysis of 

http://en.wikipedia.org/wiki/Petabyte
http://en.wikipedia.org/wiki/Exabyte
http://en.wikipedia.org/wiki/Zettabyte
http://en.wikipedia.org/wiki/Yottabyte
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accurate high-quality data is a necessary condition for generating value from Big Data. 

Therefore, we analyzed the challenges faced by Big Data and a quality assessment frame-

work and assessment process for it. 

In the last years, Xi’an Jiaotong University set up a research group of information 

quality that analyzed the challenges and importance of assuring the quality of Big Data and 

response measures in the aspects of process, technology, and management (Zong & Wu, 

2013).  

Big Data basically focuses on quality data storage rather than having very large ir-

relevant data so that better results and conclusions can be drawn. This further leads to vari-

ous questions like how it can be ensured that which data is relevant, how much data would 

be enough for decision making and whether the stored data is accurate or not to draw con-

clusions from it. 

An appropriate quality assessment method for Big Data is necessary to draw valid 

conclusions. In this paragraph, we propose an effective data quality assessment process with 

a dynamic feedback mechanism based on Big Data’s own characteristics, shown in Figure 1. 

Different tasks like filtering, cleaning, pruning, conforming, matching, joining, and 

diagnosing should be applied at the earliest touch points possible.  

After the quality assessment preparation is completed, the process enters the data 

acquisition phase. If the analysis results meet the goal, then the results are outputted and 

fed back to the quality assessment system so as to provide better support for the next round 

of assessment. If results do not reach the goal, the data quality assessment baseline may not 

be reasonable, and we need to adjust it in a timely fashion in order to obtain results in line 

with our goals. Poor Big Data quality will lead to low data utilization efficiency and even 

bring serious decision-making mistakes.  

The application of SPC methods to Big Data is similar in many ways to the applica-

tion of SPC methods to regular data. However, many of the challenges inherent to properly 

studying and framing a problem can be more difficult in the presence of massive amounts of 

data.  

There exist several frameworks for solving problems in the Total Quality Manage-

ment (TQM), Statistical Process Control (SPC), or Six Sigma area (Montgomery, 2013). 

 The classical tools are the Plan Do Check Act (PDCA) Deming cycle, or the Define, 

Measure, Analyze, Improve, Control (DMAIC) cycle can be applied to Big Data (Qiu, 2014). 

For example, the Cross Industry Standard Process for Data Mining (CRISP-DM) and 

knowledge discovery in data mining (KDD) were recently introduced.   

It is important for researchers in statistical surveillance to consider processing speed 

when developing and refining methodologies. Another challenge in monitoring high dimen-

sional data sets is the fact that not all of the monitored variables are likely to shift at the 

same time; thus, some method is necessary to identify the process variables that have 

changed (Megahed & Jones-Farmer, 2015). 

Another important challenge when using SPC methods with big data applications is 

that, traditionally, SPC methods were developed for numeric data. While there are some 

attributes control charts, these tend to be a distant choice to using methods designed for 

quantitative variables.  

However, one of the great challenges of big data is the ability to process and ana-

lyze unstructured data. Most of big data applications are concerned with non-numeric data 

obtained from several databases. 
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In the next future, more complex hierarchical structure of a data quality system 

could be analyzed and proposed to evaluate the Big Data quality framework. 

 

 

Figure 1.  Big Data Statistical Quality Control 

 

3. Data Mining and Big Data 

 

Data Mining is part of Business Intelligence, and indicates the process of explora-

tion and analysis of a set of data to identify any regularity, extracting new knowledge and 

meaningful applicantion rules.  

The main objective of the "Data Mining" is to "extract information" useful from a da-

tabase and turn them into a data structure (pattern) for further use survey. Among the main 

applications of Data Mining we can highlight the summary description of the data, the asso-

ciations and correlations, classifications, and evolutionary analysis (regularity of data that 

changes over time). The techniques of data mining are adopted in various fields as Statistics, 

Sciences of Education, Economics, Medicine, etc. 

There are clear similarities found among the "Big Data" and "Data Mining". The lat-

ter could be considered the old Big Data because it responds at least in part to two of the 

characteristics of Big Data that are the size and velocity, but lacks the third V (variety) as the 

Data Mining is often extracted knowledge only by means of the Database or Data Ware-

house and Data Mart that are retrospective static type unlike Big Data constantly updated 

with a high frequency and become more and more accurate and precise with the passage of 

time. Therefore, Data Mining could be considered the old Big Data and Big Data could be 

considered the new Data Mining. 

Another interesting aspect of Big Data that differentiates it from the Data Mining is 

the structural diversity (Fig. 2). Some data have a well-defined format, in the classic way of 

Estabilish  Quality level 

Big Data Collecting 

Data cleaning 

Extract Statistical Samples 

Perform Statistical Analysis 

Results 

Quality 

level 

Yes 

No 
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files / records / fields, such as, for example, in the transactions recorded in a database other 

data may be of very different type (i.e. Municipal data, Driving Licence Data, etc.); such as a 

collection of texts on a blog, or tables, or images, or audio recording, or video.  

 

 

Figure 2. Examples of structural diversity between Data Base and Big Data 

 

From the point of view of the architecture and engineering of the dataset and data 

structures, the latest models of Big Data are based on highly scalable methodologies, and 

type of No Structured Query Language (NoSQL) solutions (Vaish, 2013). It is intended for 

No Structured Query Language a set of technologies forming a different new data manage-

ment system from the traditional Relational Data Base Management System, because the 

relational model is not used, it does not have an explicit scheme and the system is designed 

to work quickly and well in the cluster. 

The Big Data have redundant informations (redundancy conditions) and it is 

preferable to work with samples. A preliminary inferential approach to aggregation comes 

beore the actual creation of databases and datasets useful for the statistical analysis (Ma-

noochehri, 2013).  

Briefly, the aggregation of mixed numerical sources is addressed by operating on 

data streams in parallel (approach map) then subjected to reduction treatment, filtering and 

'clean' data eliminating those untrue or unnecessary (Data garbage) before to operate com-

binations and reorganizations in the final dataset (Reiss et al., 2012). 

 

4. Big Data for e-Learning 

 

The impact that Big Data in education - both with reference to teaching, which 

learning - is relevant, not only in the design of the modules, but also in terms of refinement 

of learning objectives already predefined (Gutierrez-Santoz et al., 2012). The Big Data can 

be used in multiple sectors and e-learning is one of them. 

TRADITIONAL  

DATABASES NO TRADITIONAL DATABASES (Big Data)) 

Municipal  

Data  

Driving  

License  

Data 

Financial  

Data 

Social net 

Messages 

(via Web) 

Traces of material 

shipments 

Data of toll pay-

ment 

Telephone trafic 
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The traditional or e-learning training can be evaluated at four progressive levels 

(Kirkpatrick, 1979) (see Table 3, with our adaptation to domain of the education). Before the 

delivery of the training, we should have identified our strategy, completed an assessment 

and built a plan. Then, during the delivery of the education solution, we need to manage a 

number of factors to ensure success. After the delivery, we have to evaluate the success of 

the implementation in terms of the originating need and strategy (Giacalone, Scippacercola, 

2016) 

The E-learning teaching materials should be built ad hoc to ensure the four main 

characteristics of online education:  

 Modularity: course material should consist of "learning modules", also called Learn-

ing Objects;  

 Interactivity: the student must interact with the system by providing his answers that 

are properly recorded;    

 Exhaustiveness: each module should contain a complete topic;  

 Interoperability: instructional on any platform and technology to ensure traceability 

of the training.  

Currently the most common standard is the Shareable Content Object Reference 

Model (SCORM) (Bohl et. al, 2002).  Technological progress has led to the creation of the 

Learning Content Management Systems (LCMS) that deal with the content management both 

in the process of creation and during the delivery: they can be considered a complete plat-

form for e-learning. Today we are able to track and collect this data also through social net-

works and any other media. 

 

Table 3. Evaluation of e-learning training 

Action Evaluation and measurement of 

Reaction personal reaction to the training 

Learning the increase in knowledge 

Behavior changes in on-the-classroom behavior 

Results obtained vs desidered results  

 

Each time that the learners (students) interact with the content of a course, in fact, 

they produce data.  

Beside the usual 'assessment of end-over', by means of the satisfaction question-

naires proposed to learners, it grows and becomes relevant the need to acquire real-time 

information always more detailed and organized on the various areas of teaching evalua-

tion. For example, accesses ('visits') to Web pages are data that can be purchased on-line 

with other data, to compose patterns useful for teaching evaluation. 

By Big Data, the e-Learning responsible teachers can receive information to make 

teaching more effective, or to correct any defects. For example, access to websites, the data 

collected from social networks, the content of the web searches, and online learning mod-

ules, Big Data can be useful to assess the information use by learners and their behaviors in 

the learning phase. 

An interesting prerogative is given by the possibility, using special software pro-

grams or power tool immediately discard the data not useful from the information point of 

view. The use of mathematical models and statistical methods on data of e-Learning, once 
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organized the same in databases or 'metadata', allows us to produce models of understand-

ing or even useful prediction refinement or simple evaluation of teaching methods (Chatti et 

al. 2012). 

Another approach to the use of Big Data, is to evaluate different parameters of pre-

fixing didactic training for each variable appropriate 'threshold values' or 'levels-target' to 

achieve the educational objectives. (Siemens et al. 2011).  

Christopher Pappas (Pappas, 2014) listed in this regard five benefits that can be 

drawn from the analysis of data related to the use of a course and e-learning: 

1. The data analysis allows you to identify which type of teaching is more effective in 

achieving the objectives of the course. 

2. It becomes possible to identify improvements of the educational path. For example, if 

a large number of learners taking too long to complete a certain module, means that 

the form must be made more slender and usable 

3. And it is possible to monitor what are the forms displayed the most shared links with 

other learners. 

4. The data resulting from the traces of the learner are immediately available and there 

is no need to wait for the final evaluation of the test results to know the situation. In this 

way, teachers can get an overall picture of learners' behavior and can optimize the 

learning strategy in near real time. 

5. Based on the data it is possible to make predictions about the successes and failures 

of learners and develop in a way that courses that students have always the possibility 

of obtaining the best possible result (Pappas, 2014).  

In summary, the main advantage of collecting and analyzing Big Data in e-

learning, is mainly the possibility of obtaining useful information to customize the learning 

experience based on the needs and learning styles of learners (Giacalone, Scippacercola, 

2016). 

 

5. Big Data for learning analytics 

 

The term learning analytics identifies an important sector within the Technology-

Enhanced Learning emerged in recent years and is closely related to several disciplines such 

as Business Intelligence, Web analytics and Educational Data Mining (EDM). The term learn-

ing analytics refers to the measurement, collection, analysis and presentation of data on 

students and their contexts for understanding and optimization of learning and the environ-

ments in which it takes place (Baker et al., 2014) (Ferguson, 2012, 2014). 

The transfer of the knowledge through learning objects in the various environments 

is missing of reference standards for the assessment. There are various products (like Google 

Analytics, Omniture SiteCatalyst, WebTrends, Coremetrics, etc.) that allow the retrieval of 

information transmitted over the web.  

The evaluation of the dissemination of knowledge via web can be done by traffic 

parameters that can be listed as inferred from such a traffic controller that can detect what in 

slang is called the Visitors Overview. This traffic overview allows you to view in detail the 

aspects of quality (ie average pageviews, time spent on site, bounce rate) and characteristics 



 

Quantitative Methods Inquires 

 

 
9 

(for example, first time visitors, return visits) of visits.  The traffic indicators can be classified 

in two types (Scippacercola, 2012):  

– indirect (the number of accesses to the module,  the usage time of a session, the 

mode of use, flow  of  the navigation in the website, etc.)   

– direct (the average response time to questions, the number of attempts before you an-

swer correctly, etc.) The direct indicators are derived often by user surveys. 

Exist metrics that allow evaluating, ex-post, the personal reactions to the training 

and permit to evaluate the validity of the a web page or for directing the eventual reengi-

neering. Assume that a web site (with four pages Pi) (i = 1, 2, 3, 4), illustrated schematically 

in Fig. 3 in the box inside, is visited by three (A, B, C) hypothetical students that enter the 

website, and consider, for example, the following actions:  

 Student A sees P1, P2, P1 and then exits from the website;  

 Student B sees P4, P2 and then exits;  

 Student C sees P3 and immediately exits.  

Using the above indicators it is possible evaluate the traffic of students and the analytic 

behavior on the same network. 

Referring mainly to the most widely used Web analytics (Google) (Clifton, 2010; Vasta, 

2009) we list the main indicators that it gives us (Fig. 3) (Scippacercola, 2012):  

 Entrance: the number of inputs to the page Pi;   

 Pageviews: is the total number of requests for loading a Pi of the website; 

 Unique Pageviews: is the number of sessions in which a page was viewed more than 

once;  

 Average Time on Page: is one way of measuring visit quality. A high Average 

Pageviews number suggests that visitors interact extensively with the web site;  

 Bounce Rate: is the percentage of single-page visits (i.e. visits in which the person left 

your site from the entrance page). The percentage of visits where the visitor enters and 

exits at the same page without visiting any other pages on the site in between. The 

Bounce rate is one way of measuring visit quality. A high bounce rate generally indi-

cates that the entry pages (landing) is not relevant to your visitors. 

 Exit: is the percentage of users who exit from a page. 

The approach here considered can be classified as a theoretical approach to ex-

post non-interactive. Conversely other approaches tend to interact during the learning 

phase (interactive approach). In Ferguson is reported, for example, the Signals Project 

(Ferguson, 2014), developed by the Purdue University explores large datasets and apply 

statistical tests to predict, during the courses, students who risk being left behind.  
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Figure 3. Students which link to a website to make navigation in four pages (P1, P2, P3 and 

P4) 

 

The goal is to produce actionable intelligence, guiding students to appropriate re-

sources and explaining to them how to use them. A traffic light shows students if things are 

going well (green), or if they were classified as high risk (red) or moderate risk (yellow) (Alan 

et al., 2010). The reported results are promising although the system as data and software 

may not be entirely comparable with a Big Data system.  

From a technological point of view learning analytics is an emerging discipline and 

its connections with Big Data, despite some significant proposals in American College (Pic-

ciano, 2012), it remains to be developed. 

 

6. Big Data in Health Care System 

 

In the Health Care sector the information is the most important aspect, and the 

human body, in particular, is the major source of production of data. Consequently, the new 

challenge for health care world is, knowing how to take advantage of these huge amounts 

of unstructured data between them. Electronic medical records include within them data with 

each other very heterogeneous in terms of size: audio recordings, magnetic resonance imag-

ing, computerized tomography and other diagnostic images, electrocardiograms, and the list 

goes on indefinitely. Nevertheless, electronic medical records have to be designed to process 

and manage data characterized by high volumes, generating speed and wide variety of 

sources (Sanchez et al., 2014) (Murdoch et al, 2013). 

Organize Big Data health means being able to sort the huge amount of infor-

mation about the medical history of each patient. A concrete example is the electronic medi-

cal file that will soon replace the medical records. A single support will allow the patient to 

store in one device prescriptions, drugs, diagnostic tests, laboratory analysis findings, emer-

gency department, hospital, and the doctor to rebuild quickly and accurately the state of 

overall health and especially the patient, in addition to being able to share information with 

other doctors in the case of diseases that require more expertise. 

The Big Data analytics, cloud computing, social networking and the emergence of 
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micro-sensors are the main technologies improving predictive analysis in the medical field 

and the patient's quality of care. The traditional Data Warehouse strategies are not easily 

and quickly scalable and they provide a retrospective view and not in real time or predictive. 

Through data analytics we can classify data, make predictions, and greatly increase the un-

derstanding of patient's clinical data (Raghupathi, 2014). 

The Clinical Intelligence (Fig. 4) (Groves et al., 2013) consist of all the analytical 

methods, made possible through the use of computer tools in the set of processes and disci-

plines of the mining and processing of raw clinical data into meaningful insights, new dis-

coveries and knowledge that ensure greater efficiency clinical and better health-related deci-

sions (Harrington, 2011). Clinical intelligence is the set of electronic methods, processes and 

disciplines extraction and transformation of raw data into meaningful clinical insights, new 

discoveries and knowledge that affect the clinical decision-making and the decisions in the 

health sector. 

The clinical intelligence differs from business intelligence for the following consider-

ations. The business intelligence deals with raw economic data, often structured, and provide 

insights and information on the decision-making process in the economic field. In contrast 

the clinical intelligence deals with clinical data and requires statistical methods and analysis 

much more sophisticated than that used by business intelligence.  

 

 

 

Figure 4. Some main sources for Clinical Intelligence 

 

The clinical intelligence often has to do with types of data unstructured and much 

more complex as data that often arise ambiguous, incomplete, conditional and inconclusive. 

The clinical intelligence uses sophisticated methods to study the data and interpret the re-
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sults as machine learning techniques, non-linear and multi-algorithm approaches. The clini-

cal intelligence allows a more sophisticated classification of patients’ based solely on demo-

graphic variables such as age, sex, lifestyle but also on relevant medical and clinical features 

related to certain diseases, medical conditions, genetic predispositions and the likelihood of 

therapeutic response (Chawla et al., 2013).  

The clinical intelligence makes it possible to optimize and custom tailor the course 

of care of each individual patient by basing it on a multitude of factors that define the medi-

cal protocol of care: previous medical history, known allergies, personal risk factors, genetic 

traits, lifestyle and business, management of personal safety. The clinical intelligence allows 

implemention of multi factorial analysis to determine the effective utility associated to differ-

ent treatment courses (Kayyali et al, 2013). These analysis allow doctors to identify the most 

appropriate treatment for a particular patient as well as specific indicators for measuring 

outcomes. Analytical tools, when applied to medicine, are able to suggest medical care 

plans and clinical pathways providing a prediction of the results corresponding to them. 

These tools allow you to compare treatment options which are complementary, manage the 

risks associated with each treatment plan and select the most appropriate course of care 

(Murdock et al., 2013). 

Therefore, Big Data are radically changing the world of health and medicine 

(Raghupathi et al., 2014; Growes et al., 2013), allowing for more personalized care path-

ways (patient experience), effective and less subject to clinical risk through new mechanisms 

for control and governance of processes. In the opposite, while the structured data provide 

the "what" of a disease or medical treatment, rarely they offer a "why" behind the decisions 

taken. In many cases, the collection of unstructured data remains the best option to capture 

the details in depth, for example, a medical record as they contain valuable information on 

the health of the patient. 

 

7. Big Data for banking 

 

Banks generate a large amount of data: paper documents with signatures, check-

ing accounts, mobile banking, credit and debit cards, loans, etc. Today many data comes 

from the Bank's contacts with customers in online mode. Such data can be classified into 

structured data like e-mails, chat logs, feeds, posts, web logs and semi-structured data such 

as customer reviews. Among others the bank's objectives, we present, in particular, the 

fraud detection (Russom, 2011; Hipgrave, 2013), the money laundering and the risk 

analysis (Boinepelli, 2015). 

Some of frauds in the banking are in the “online banking (credit card, internet or 

mobile transactions)” where the fraudster performs the transactions with the same code or 

sign of customer. The bank, in order to prevent the success of such fraudulent transactions 

while running you must provide a customer profile based on the story of its financial transac-

tions. Through the analysis of all the transactions made by customers you can create a "cus-

tomer profile" and its relations with other correspondents and payment methods used. Each 

new transaction is compared to the profile to identify if an operation does fit into the usual 

ones and if not, to report suspicion of fraud. To create the profiles are indispensable and 

techniques ranging from simple statistics (mean, standard deviation, minimum and maxi-

mum values of the transactions, dates, etc.) to advanced (inference) will be required. 
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Money laundering continues to be a local, regional and global concern. To com-

bat money laundering is essential to have databases containing multidimensional data on 

financial transactions and the database of the police. Clustering, classification, outlier identi-

fication, data visualisation tools are used to detect behavior fraudster in transactions with 

large amounts of money between accounts. Both of these databases are the platform to re-

veal associations and patterns of activities that help identify the fraudster suspicious. 

The fraud detection is in real time by means of suitable software that should be 

used for example to prevent unlawful claims before they are completed, and analyze busi-

ness data where fraud has been committed in the past.  

The third application of Big Data in the banking is the risk analysis. The predicton 

of default on loan and credit card accounts is important for banking. The model that allows 

you to make predictions includes a data warehouse that contains historical data of custom-

ers, the realized contracts and the observed results. The model provides for the application 

of traditional Data Mining techniques so as to achieve a financial risk analytics framework. In 

addition to the Data Warehouse in the model are considered all contacts between the cus-

tomer and the bank in the period between the loans granted and the end result. Using the 

results obtained from the aforementioned model, the bank can identify and classify more 

safely customers with a risk of insolvency. 

 

8. Ethics and privacy   

 

The Big Data collection activities have different effects in the sensitive area of the 

issues pertaining to the processing of personal data, called 'sensitive' under the legislation 

and the overall system of constraints and responsibilities, governed by privacy laws.  

Relevant are the ethical issues arising from the management of personal data of 

users, with reference also to the possibilities of diffusion, sharing and use of information 

'sensitive' about learners themselves.  

There are critical issues that have already led professional organizations to a seri-

ous reflection on the contents and on the delimitation of the operational boundaries of e-

learning activities in order to reach the fulfillment of plans the collection and interventions 

'legal' ie capable of qualifying the various aspects of the activities in place (the collection, 

conservation, management, use and publication of personal data) in observance of 'best 

practices' default (Slade et al., 2013). 

One of the most important issues is the communication of the intent and purpose 

of the collection of data for the sectors analysed, in order to achieve preliminary authoriza-

tion and legitimacy in accordance with local legislation, making clear communication to us-

ers interested in each of the which require explicit consent to the processing of their personal 

data.  

If there are 'stakeholder' or external customers of data collection, in the same way 

the organizations and professionals that carry out studies or data analyzes in the specific 

sector should carry out all acts of communication and producing relative contracts in accord-

ance with applicable regulations in order the processing of personal data, both with regard 

to any estate regarding the dissemination of personal data obtained or evicted from the ac-

tivities in question.  

Another aspect is not secondary to the safe preservation and accessibility of per-

sonal data in a server equipped with procedures, protocols, and active and passive safety 
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standards, as required by the regulations in force for years, and international safety stand-

ards ( ISO, EN) (Corposanto et al., 2014). 

With regard to the preservation and accessibility of data, technologies in support of 

Big Data are highly reliable, low-cost and scalable. For example, Hadoop (Hadoop, 2014) is 

an adequate system to Big Data, because it allows you to store huge volumes of data and 

then process them when more is appropriate. Hadoop also allows the distribution of data on 

multiple nodes, reducing the computational and storage costs for storage and analysis of Big 

Data, and masking hardware failures. It has been estimated by Zedlewski (Zedlewski et al., 

2003) that the cost of a data management system based on Hadoop, considering the cost of 

hardware, software, and other expenses, amounts to about $ 1,000 per terabyte, or by one-

fifth to a twentieth of the cost of other data management technologies (Giacalone, Scip-

pacercola, 2016). 

 

9. Benefits of Big Data in the analyzed fields 

 

Benefits for e-Learning, and Learning Analytics. The Big Data are currently 

used by various companies for training and also in the university: with the help of Big Data, 

we can watch the learners and examine the traces of their individual paths. For example, we 

can identify the web pages on which learners will entertain more or which are more learning 

difficulties, those that often revisit, and determine the days and times they work out more, 

etc. Therefore, Big Data help us to understand the true role models for learners, much more 

than now occurs through the traditional education. These models lead to interesting infor-

mation about what and how they learn. Thus,  helping to make informed decisions about 

learning programs and to identify courses with design flaws. However, the real power of Big 

Data lies in their power to help predict or forecast scenarios to take preventive measures. For 

example, with the help of Big Data, it is also possible to make predictions as to what are the 

concepts that are difficult parts to students, the topics that generate confusion and difficulty 

in learning. Big Data today is presented as an effective platform that revolutionizes the tradi-

tional way in which e-learning was born. By Big Data it is possible to design more personal-

ized learning plans and suitable for students. Monitoring becomes the main element used by 

educators. They are used the same results achieved by students to improve their training.  

Benefits for Health Care. The Health Big Data are conceived as a real digital col-

lection of all that the patient had, assumed or required in the medical field. The challenge, 

which is also the main difficulty of Big Data, is that the same should also merge any news on 

the patient's health that it communicates via social networks, like Facebook or Twitter, to his 

friends or acquaintances. In our life of patients each of us generates Big Data every time it 

receives a prescription, buy a drug, requires a health service, access to the ER, undergoing a 

diagnostic examination or laboratory uses Facebook, Twitter and other social network to 

communicate to friends their health. If it was a constant cross-analysis of all this information 

for each client: the doctors would have an overall picture of the health of the person, both in 

general and for a given period; policy makers, hospitals and clinics could include medical 

bills, preventing the most common diseases, and select healthcare services according to the 

real needs of the population in a given territory.For example, just an exchange of Tweet 

among people in constant contact to allow the data scientists to outline the possibility of 

infection and spread of a disease and then define the most appropriate prevention measures 

or to better manage health care demand. If the opportunities of Big Data will result in profil-
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ing of diagnostics and personalized therapies it will contribute to making the "health service" 

more effective and more sustainable also in financial terms (Roski et al., 2014). 

Benefits for Banking Industry. Most of Big Data are useful for the customer 

management. The Bank's objective is to use this data to identify the customer profile more 

precisely (micro-segmentation) than with other methods. New services as tailored accounts 

to offer to customers are designed. The dialogue with consumers (sentiment analytics, multi-

channel customer sentiment) is useful to identify the products that you could develop. The 

Bank can detect when a customer is about to leave the bank and it is possible to perform risk 

analysis better fraud detection more precise than before the advent of Big Data. 

 

10. Conclusions   

 

Nowadays we see the confluence of Big Data, Data Mining, Statistics, Mathematics, 

Computer Sciences, the Data Warehouse, the Artificial Intelligence, and neural networks in a 

new paradigm, which takes its name Data Science, and that promises to revolutionize the 

world, affecting all sectors, from health care, up to the academic world. In this perspective, 

Data Science will also modify the way of analyzing data. 

The Data Science paradigm consists of extracting data of each type existing "in the 

world”, applying appropriate formats, obtaining descriptive analysis of the phenomena, re-

entering the results in the world circuit and so on, always perfecting more knowledge useful 

to the domain of the applications. From Data Science, it comes a new profession, the Data 

Scientist, who has the task of analyzing the data to provide useful information to make deci-

sions to the customer. 

The Data Scientist is the common professional figure for all analyzed sectors, draw-

ing from the analysis of Big Data new and more effective strategies; he will have to learn to 

process information and be the responsible for statistical analysis, to determine what chang-

es to make and to suggest choices to improve the processes. 

Therefore, the role of Big Data is not only to be able to quickly handle large vol-

umes of different data of various types, but is also given by the opportunity that these tech-

nologies offer us for new and remarkable applications, even in education, health care and 

banking. 

With today's tools (mobile, tablets, smart phones, cloud-based technologies, etc.) 

the infrastructure is well-established. The Data Analytics allow us to get a much better pic-

ture of tracking than in the past with conventional methods used so far.   
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Abstract 

Control Charts are process control techniques widely used to observe and control deviations 

and to enhance the quality of the product. Traditional control charts are based on the as-

sumption that process data are independent in nature. Shewhart control charts are well 

known and are based on the basic assumption of normality. If process parameters are used 

to construct control limits based on preliminary samples, stability of the limits needs to be 

established as presence of outliers may affect the setting of control limits. In this paper an 

attempt has been made to first develop robust control charts based on trimmed mean and 

modified trimmed standard deviation. Secondly, an estimate of process standard deviation 

using Gini’s Mean Difference (G) is also considered to modify the mean chart. Lastly, a com-

parative study is carried out to evaluate the performance of these two proposed robust charts 

with existing robust x̅-MAD chart and two classical control charts namely x̅-s chart and its 

modified x̅-sv chart, based on simulated data. Simulation study is also considered for perfor-

mance evaluation of the proposed charts with other charts based on Average Run Length 

(ARL) and Operation Characteristic (OC) curves. In addition to the simulation, real data set is 

also used for setting up of robust control limits.  

Keywords: Control chart, Trimmed mean, Modified Trimmed Standard deviation, Gini’s 

Mean Deviation, Outlier, Average Run Length, Operation Characteristic Curve 

 

1. Introduction  

 

The Shewhart control chart, used for monitoring industrial processes is the most 

popular tool in Statistical Process Control (SPC), developed under the assumption of inde-

pendence and normality. Performance of a control chart is dependent on the stability of the 

estimates used to construct control limits in phase I of the analysis. If selected estimators for 

constructing the limits are influenced by extreme values, setting up of limits may affect the 

control charting procedure. In situations, when the set limits are narrow, risk of a point fall-

ing beyond the limit increases thereby  false indication of the process  being out of control 
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also gets increased. Similarly, if the limits are wider, the risk of points falling within the limits 

increases and hence falsely indicates the process to be in control.   

When extreme values are present, mean and sample standard deviation are not 

considered to be good representatives of the data. A robust estimator is an estimator that is 

insensitive to changes in the underlying distribution and also resistant against the presence 

of outliers. Rockie (1989) suggested that in order to identify outliers, limits of a control chart  

be set based on robust measures while non-robust measures are plotted on it. There are 

many robust and non-robust measures of location and scale available in literature, which 

are used to develop control charts. The benefit of using control charts based on robust con-

trol statistics is that it does not have either a very high or a very low false alarm rate when-

ever the parameters to be controlled are close to the targets, although the data is no longer 

normal. 

A location free, unbiased measure that can be used even with departure from nor-

mality is Gini’s Mean Difference (G) introduced by Corrado Gini (1912).  Yitzhaki (2003) 

introduced G as a superior measure of variability for non-normal distributions. Among the 

robust measures for dispersion, Median Absolute Deviation (MAD), introduced by Hampel 

(1974) is the widely used measure in various applications, as an alternative to sample 

standard deviation. Yitzhaki and Lambert (2013) showed that MAD, Least Absolute Deviation 

(LAD) and absolute deviation from a given quantile (QUAD) are actually either Gini’s Mean 

Difference (G) of specific transformations applied to the distribution of the variables, or spe-

cial cases of the between-group component of Gini's Mean Difference, called BGMD. 

Riaz and Saghirr (2007) have developed a dispersion control chart based on G. 

Abu-Shawiesh (2008) introduced MAD to develop a robust dispersion control chart. Kayode 

(2012) used an estimate of process dispersion using MAD to improve mean chart and evalu-

ated its performance through a comparative study of control charts. 

The location charts use sample mean as an estimate for location parameter which 

are easily influenced by the extreme values  and hence not  suitable for heavy tailed distribu-

tions.  The effect of extreme observations may be reduced with such observations being 

simply removed or given less weightage. 

In this context, trimmed mean [Tukey, 1948] and its standard error are more ap-

pealing because of its computational simplicity. Apart from that, these measures are less 

affected by departures from normality than the usual mean and standard deviation. Wu and 

Zu (2009) showed that the trimmed mean is much more robust than its predecessor called 

Tukey trimmed mean. Relative to the mean, trimmed mean is highly efficient for large per-

centage of trimming at light-tailed symmetric distributions and much more efficient at heavy-

tailed ones. Standard error of trimmed mean is not sufficient to estimate process dispersion 

because of trimming [Dixon and Yuen, 1974].  Huber (1981) obtained a jackknife estimator 

for its variance. Capéraà and Rivest (1995) derived an exact formula for variance of the 

trimmed mean as a function of order statistics, when trimming percentage is small. Sind-

humol et al.(2015)  modified trimmed standard deviation and  observed it  to be relatively 

more efficient compared to sample standard deviation. The γ-trimmed mean is defined as 

𝜇𝑡 =
1

1−2𝛾
∫ 𝑥 𝑓(𝑥)𝑑𝑥.

𝑥1−𝛾

𝑥𝛾
 (1) 

The trimmed mean is both location and scale equivariant. Its influence function is 

bounded but has jumps at 𝑥𝛾 and 𝑥1−𝛾. It is qualitatively robust when 𝛾 > 0 and its break-

down point is 𝛾. It shares the best breakdown point robustness of the sample median for any 

common trimming thresholds. 
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The principal purpose of this paper is to propose mean charts based on trimmed 

mean and its modified standard deviation. Moreover, simulation study is carried out to show 

the robustness at different levels of trimming. Further, a modified mean chart based on G is 

also developed as a robust control chart. Simulation study is carried out to compare the con-

trol limits of the proposed robust control charts with robust x̅-MAD chart and classical x̅-s 

chart and x̅ − 𝑠𝑣 chart. Comparison of proposed charts performance using Operation Char-

acteristic (OC) as well as Average Run Length (ARL) for different distributions is also carried 

out.  

 

 

 

 

2. Classical Mean Charts 

 

If 𝑥𝑖𝑗 (𝑖 = 1,2, … , 𝑛 and 𝑗 = 1,2, … , 𝑚) represents m random subgroups each of size n  

taken from a continuous and identical distribution with σ2
  unknown, an unbiased estimator 

is obtained using  variance  𝑠𝑗
2 =

1

𝑛
∑ (𝑥𝑖𝑗 − �̅�𝑗

𝑛
𝑖=1 )2

,where �̅�𝑗 =
1

𝑛
∑ 𝑥𝑖𝑗

𝑛
𝑖=1 . If the process distribu-

tion is normal with parameters (µ, σ) control limits constructed for phase I analysis of mean 

chart are 

CL = �̿�, UCL = �̿� + 3
𝑆̅

(√𝑛)𝑐4 
= �̿� + 𝐴3𝑆̅, LCL = �̿� − 3

𝑆̅

(√𝑛)𝑐4 
= �̿� − 𝐴3𝑆̅. (2) 

where n is the sample size and A3 is a function of n and average of sample mean �̅� and 

standard deviation s are taken over m subgroups. 

Mahmoud et al. (2010) considered 𝑆�̅� = (
1

𝑚
∑ 𝑆𝑖

2)𝑚
𝑖=1

1/2
based on unbiased estimator 

of sample variance and showed that its efficacy in control charting application. Thus, using 

this estimator, a modification to classical location control limits can be set as   

UCL = �̿� + 𝐴 𝑆�̅�;  CL = �̿�; LCL = �̿� − 𝐴 𝑆�̅�. (3) 

The above two standard classical control charts is chart is used to draw comparison 

and evaluate the  performance of the proposed charts in  the presence of outliers. 

 

3. Robust chart based on Median Absolute Deviation 

 

If 𝑥1, 𝑥2, … , 𝑥𝑛 is a set of observations, Hampel (1974) defined a robust estimate of 

dispersion as 

𝑀𝐴𝐷 = 1.4826 median{|xi − median(xi)|}. (4) 

Abu-Shawiesh (2008) used MAD to estimate and control process dispersion. Let m 

preliminary samples of size n are used to estimate, �̂� = 𝑏𝑛𝑀𝐴𝐷̅̅ ̅̅ ̅̅ ̅, where average is taken over 

m subgroups. The constant bn is the small sample correction factor given by Croux and 

Rousseeu (1992) as given below. 

 

N 2 3 4 5 6 7 8 9 

bn 1.196 1.495 1.363 1.206 1.200 1.140 1.129 1.206 

 

For n>9, bn = n/( n-0.8). The general model for the control chart based on MAD is 

introduced by Abu-Shawiesh (2008). Kayode (2012) used MAD to modify limits of mean 

chart as 
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UCL = �̿� + A6𝑀𝐴𝐷̅̅ ̅̅ ̅̅ ̅;   𝐶𝐿 =  �̿�  ; LCL = �̿� − A6𝑀𝐴𝐷̅̅ ̅̅ ̅̅ ̅ (5) 

where �̿� is the average of the sample mean taken over m preliminary samples and A6 =

 3 
𝑏𝑛

√𝑛
. Adekeye and Azubuike (2012) have shown that this robust chart is good even for non-

normal population.  

 

4. Robust Control chart based on Gini’s Mean Difference (G) 

 

If 𝑥1, 𝑥2, … , 𝑥𝑛 is a set of observations, an index of variability G is defined as  

𝐺 = 2 ∑ ∑ |𝑥𝑖 − 𝑥𝑗|𝑛
𝑖=1

𝑛
𝑗=1 𝑛(𝑛 − 2)⁄  (𝑖 ≠ 𝑗) and = (√𝜋/2)𝐺 .  (6) 

Riaz and Saghirr (2007) developed a dispersion control chart named G-chart based 

on G and its control limits are 

UCL =𝐾 + 3𝑏3�̅�;    CL =𝐾;    LCL =𝐾 − 3𝑏3𝐾.̅  (7) 

where 𝐾 is the average of K taken over m subgroups and b3 is the standard deviation of G/σ.  

A modified mean chart based on process dispersion estimated using G can be con-

structed with the control limits as 

   UCL = �̿� + 𝐴 𝐾; CL = �̿�; LCL = �̿� − 𝐴 𝐾. (8) 

where 𝐴 =  3 /√𝑛. 

The proposed modified chart  �̅�-K based on G is considered for performance evalu-

ation with the classical �̅� − 𝑠𝑣  chart as K is an unbiased estimator which can be used as an 

alternative to sample variance and sv is based on unbiased estimator.  

 

5. Robust Control Charts based on trimmed mean  

 

Langenberg and Iglewicz (1986) introduced trimmed mean �̅� and R chart. Amin 

and Miller (1993) have developed robust �̅� control chart usingVariable Sampling Interval 

(VSI) schemes and evaluated the behavior of VSI charts where trimmed mean, Winsorized 

mean, and the median are used. Figueiredo and Gomes (2004 and 2009) considered robust 

control charts based on the total median and on the total range statistics, for monitoring the 

process mean value and the process standard deviation, respectively. Schoonhoven.et.al. 

(2011) used a few robust location measures namely Median of means, 20% Trimmed mean 

of sample means, Hodges–Lehmann, Trimeans and 20% Trimmed mean of sample trimeans 

to develop mean charts. Schoonhoven and Does (2013) used Adaptively Trimmed Standard 

deviation denoted by ATS and 20%trimmed mean to improve mean chart. 

Let x(1) ≤ x(2) …≤ x(n) denote an order statistics sample of size n, from a population 

having symmetric distribution. The r-times symmetrically trimmed sample is obtained by 

dropping both r-lowest and r-highest values. Here 𝑟 = [𝛼𝑛] is the greatest integer and trim-

ming is done for 𝛼%(0 ≤ 𝛼 ≤ 0.5) of n. Trimmed mean is defined as 

�̅�𝑇 =  
∑ 𝑥(𝑖)

𝑛−𝑟
𝑖= 𝑟+1

𝑛−2𝑟
. (9) 

Sample standard deviation of observations from trimmed mean is 

𝑠𝑇 =  √
∑ (𝑥(𝑖)−�̅�𝑇)2𝑛−𝑟

𝑖= 𝑟+1

𝑛−2𝑟−1
. (10) 

Modified standard deviation is defined as σ̂T = 𝑠𝑇
∗ = 1.4826 𝑠𝑇 where the constant 

multiplier is used to cover the loss of information due to trimming. As percentage of trim-

ming is increased, this constant gives a control on loss due to trimming. Sindhumol.et 

al.(2015) have introduced this modified standard deviation of trimmed mean, say 𝑠𝑇
∗
 and 
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have introduced it to control process dispersion. If process dispersion is estimated using this 

robust estimator, its average over m subgroups is, �̅�𝑇
∗ = 1.4826 s̅T and limits of dispersion 

chart are 

CL =𝑐4�̅�𝑇
∗
 ; LCL = B3 �̅�𝑇

∗
 and UCL = B4�̅�𝑇

∗
. (11) 

The constants B3 and B4 are the same constants as used in a classical chart.  The 

limits of mean control chart can be modified using this modified standard deviation and de-

pending upon the percentage of trimming, these limits have varying width as  

CL = �̿� ; UCL = �̿� + 𝐴3�̅�𝑇
∗
 ; LCL = �̿� − 𝐴3�̅�𝑇

∗
. (12) 

If location parameter is also estimated using trimmed mean, one can get control 

limits of robust mean chart for a particular level of trimming as 

CL = �̿�𝑇 ; UCL = �̿�𝑇 + 𝐴3�̅�𝑇
∗
 ; LCL = �̿�𝑇 − 𝐴3�̅�𝑇

∗
. (13) 

The constants A3 and A6 are functions of sample sizes and the advantage of pro-

posed control chart is the usage of the same constants A3 as used in the classical control 

chart.  

The proposed robust control charts based on two levels of trimming of 10% and 

20%, namely �̅� − 𝑠𝑇
∗
 charts,  �̅�𝑇 − 𝑠𝑇

∗
 , and the proposed robust control chart based on Gini, 

�̅�-K chart and the other robust chart �̅�-MAD discussed earlier along with the classical �̅� − 𝑠 ,  

�̅� − 𝑠𝑣   charts  are considered for  comparison.  

 

6. Comparison of Robust charts for performance evaluation 

 

The performance evaluation of the proposed robust charts is carried out as an em-

pirical study based on Monte Carlo simulation conducted with 5000 runs using SAS software. 

Random samples generated from N(0,1) with sample sizes (n) of 10 and 20  with  m=20 as 

number of samples for each cases are considered for simulation. Two levels of symmetric 

trimming at10% (𝑟 = 1) and 20% (𝑟 = 2) are considered for each subgroup. Clean samples 

are considered from N(0,1) to analyze type-1 error and contaminated samples are included 

to study the effect of detection of outliers or assignable causes of variation. The study con-

sidered out-of-control situation based on samples taken from N(1,1), N(2,1) and N(4,1). 

Samples from normal distribution with high location parameter, as is in the case of N(4,1), 

detection of shifts are easily studied in all the above charts. When small deviation in process 

location  happened, as from samples  N(1,1), even though false alarm is almost equal for all 

charts,  charts based on 20% trimming detects contaminated sample more efficiently, com-

pared to other charts. The performance of this chart is more clear and confirmed for the case 

of N(2,1). Simulation study also showed that the performance of mean chart is improved 

compared to the classical mean chart, when modified standard deviation of 20% trimming is 

used to estimate process dispersion.  

A classical way of illustrating the effect of departure from normality is to consider 

contaminated normal distribution. Contamination of 40% is made for 5% of the data, which 

are the last four subgroups among 20. Hence sample mean is calculated so that 10% and 

20% trimming will be meaningful for a contaminated subgroup. Thus, the contaminated 

models are 0.60 N(0,1) with 0.40 N(1,1) and 0.40 N(2,1). 
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Figure 1: Control limits of modified trimmed mean charts, �̅�-sT

*
 and �̅�T-sT

* 
and other charts 

based on MAD and s with n=10, m=20 and 10% contamination using N(2,1) 

 

 

Figure 2: Control limits of modified trimmed mean charts, �̅�-sT

*
 and �̅�T-sT

* 
and other Charts 

based on MAD and s with n=10, m=20 and 20% Contamination using N(1,1). 

 

When charts �̅�-s, �̅�-sv, �̅�-MAD, �̅�-sT

*
(with 10% and 20% trimming) and �̅�T-sT

*
(with 

10% and 20% trimming) are compared in presence of contamination, more contaminated 

samples are detected by �̅�T-sT

*
 chart than other charts having almost same type I error. Also, 

for 10% level of trimming, charts �̅�𝑇-s and �̅�T-sT

* 
perform equally well and have the ability to 

detect small variations too. Though the chart �̅�-sT

*
is bit wider compared to �̅�-s chart due to 
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the effect of multiplier, chart �̅�T-sT

* 
has smaller width compared to �̅�-MAD. Figure-1 shows 

performance of modified trimmed mean chart compared to other charts including chart 

based on MAD, in terms of detection of  samples when contaminated with N(2,1) (�̅�𝑇 =

�̅�∗
and sT

*
 = s

*
in all the  figures). 

At 20% level of trimming, width of the charts reduces respectively for charts �̅�-s, �̅�-

MAD and �̅�-sT

*
and performance of charts �̅�-sT

*
 and �̅�T-sT

* 
are same. Increase in trimming 

makes loss of data as well as an increase in type I error. Still these charts have the ability to 

detect smaller variation and can even act as warning limits in case of larger trimming levels. 

Selection of dispersion measure influences performance of mean chart and the simulation 

study shows that sT

*
is a better choice. Figure-2 shows performance of the modified trimmed 

mean chart compared to other charts including chart based on MAD, in terms of detection of  

samples when contaminated with N(1,1) respectively. The charts �̅�-sT

*
 and �̅�T-sT

* 
have same 

and smaller width which helped in the early detection of variations.  

 

Figure 3: Control limits of modified trimmed mean charts, �̅�-sT

*
 and �̅�T-sT

* 
and  �̅�-K Charts 

with other charts based on MAD and sv with n=10, m=20 and  10% contamina-

tion using N(2,1).  

 

When charts �̅�-sv, �̅�-K, �̅�-sT

* 
(with 10% and 20% trimming) and �̅�T-sT

* 
(with 10% and 

20% trimming) are compared in presence of contamination, more contaminated samples are 

detected by �̅�T-sT

*
 chart than other charts having almost same type I error. At 10% level of 

trimming, chart �̅�-sT

*
showed almost same width as �̅�-sv due to the effect of multiplier sT

*
. The 
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charts with smaller width namely, �̅�𝑇-s and �̅�T-sT

* 
perform equally well and have ability to 

detect small variations too. Mean chart with dispersion measure K is a good alternative to 

that of sT

* 
as width of  �̅�-K chart is smaller in width than that of �̅�-sT

*
and �̅�-sv, for small per-

centage of trimming. Figure -3 showed performance of modified trimmed mean chart com-

pared to other charts in terms of detection of samples when contaminated with N(2,1). 

At 20% level of trimming, chart �̅�-sT showed almost same performance and width as 

�̅�T-sT

*
 and have the smallest width among other charts. All other charts, including charts 

based on K, have almost the same width. Mean chart with dispersion measure K is a good 

alternative to mean chart with sv, though both are based on unbiased estimators. Figure -4 

shows performance of trimmed mean chart compared to other charts including �̅� − 𝐾 in 

terms of detection of samples when contaminated with N(1,1). 

 

 

Figure 4: Control limits of modified trimmed mean charts, �̅�-sT

*
 and �̅�T-sT

* 
and  �̅�-K Charts 

with other charts based on MAD and sv with n=10, m=20 and  20% contamina-

tion using N(1,1).  

 

6.1. Performance using Operating Characteristic (OC) curves 

The ability of the chart to detect shift in quality due to assignable causes of varia-

tion is accessed by Operating Characteristic curve. The OC curve of the �̅�-chart for phase II 

analysis is studied here. The OC function of �̅�–chart, is the probability of not detecting the 
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shift in the process mean µ on the first subsequent sample of size n taken after the shift has 

happened. If the mean in the in-control state is µ0 and the shift is µ1= µ0+kσ, β-risk is de-

fined under standard normal distribution function  ϕ as 

β = P(LCL ≤ �̅� ≤UCL / µ =µ1 )= ϕ (3-k√𝑛 )- ϕ (-3-k√𝑛 ). (14) 

The OC curve for the chart is drawn by plotting the β -risk against the magnitude of 

the shift in quality which is expressed in standard deviation units for various sample sizes n. 

Process s.d is considered to be known or to be estimated before considering β–risk. Steeper 

the curve better the probability of detection of shift, which is variation in the process quality.  

Figure 5 shows that charts �̅�𝑇-s and �̅�T-sT

* 
have the smallest β-risk compared to all other 

charts. Mean charts modified with robust measures MAD and G have almost same β-risk and 

OC curves are overlapping.  

 

 

Figure 5: Comparison of OC curves for modified trimmed mean charts and �̅�-K chart with 

other charts based on s and MAD. 

 

6.2. Performance Using Average Run Length 

Average Run Length is defined as reciprocal of the probability that any point exceeds 

the control limits. It shows how often false alarms occur or how often the chart detects a shift 

in quality. If the process is in-control, Average Run Length, ARL0, should be large and if the 

process is out-of-control ARL should be very small. The number of subgroups taken before 

an out-of-control x̅ happened is recorded as a run length observation, RLi. The process is 

repeated 10000 times and the results of this simulation study are given in Table 1. The ARL0   

was calculated as 𝐴𝑅𝐿0 =
∑ 𝐴𝑅𝑖

10000
𝑖=1

10000
. The same procedure is used to compare the out-of-

control ARL1, that is, in presence of assignable causes also. 

Table 1: ARL for sample size n=10 and m=20 

Distributions �̅� − 𝒔 

chart 

�̅� −Svar 

chart 

�̅� −MAD 

chart 

�̅� − 𝑲 

chart 

�̅� −ST chart �̅�𝑻 −ST chart 

r=1 r=2 r=1 r=2 

N(0,1) 323 322 319 230 506 64 527 63 

N(1,1) 544 544 581 620 470 0.283 470 0.275 

N(2,1) 0.0008 0.0008 0.006 0.004 0.0008 0 0.0008 0 

N(0,1)+40% 317 317 331 441 256 0.74 261 0.72 
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N(1,1) 

N(0,1)+40% 

N(2,1) 

66 66 68 83 65 6.43 65 6.14 

 

Table 1 shows that among the mean charts, dispersion estimated using sT

*
 with 10% 

trimming ARL0 calculated on N(0,1)  is larger than that of other charts. Hence small percent-

age of trimming can be advisable even for a controlled process. In presence of assignable 

causes, ARL1 is better for 20% trimming. The ARL comparison supports mean chart modified 

with robust MAD than that of G. The study shows the need of using robust measure of dis-

persion in place of sample standard deviation, especially sT

*
 while using mean chart to con-

trol a process.  

The ARL study supports MAD as a better choice as compared to G to modify mean 

charts. The study has established use of trimmed mean and modified trimmed standard de-

viation to estimate process mean and standard deviation and mean charts modified on these 

estimate as better choices in quality control applications.  

 

7. Charts performance on real data 

 

The performance of charts based on trimmed means at two levels has shown to be 

a better performer compared to other robust charts and classical charts based on simulation 

studies, OC curves and ARL. The performance of the charts is validated on real data shown 

in Figure 6.  

 

 

Figure 6: Comparison of modified trimmed mean charts for trimming 10% and 20% respec-

tively with classical mean chart based on data from D.C.Montgomery, Table 6E.5  

The fill volume of soft drink beverage bottles is considered as a quality characteristic. The 

volume is measured (approximately) by placing a gauge over the crown and comparing the 

height of the liquid in the neck of the bottle against a coded scale. On this scale a reading of 

zero corresponds to the correct fill height. Fill heights are shown by Montgomery (2009) in 

Table 6E.5 and fifteen samples of size n=10 have been analyzed using mean charts with 

dispersion measures s (in figure LCL, UCL), modified trimmed standard deviation sT

*
 for 10% 
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(in figure LCL-1, UCL-1) and for 20% (in figure LCL-2, UCL-2). The sT

*
-chart for 20% trim-

ming detected 10
th
 sample also as out of control point. 

 

8. Conclusion 

 

Trimmed mean and standard deviation based on it are robust measures of location 

and scale. Trimmed mean is already exposed to control charting process. However, actual 

variance of trimmed mean which is a function of order statistics or variance of trimmed 

mean modification based on Winsorization, are not helping to represent process variance. 

The modified standard deviation presented by Sindhumol.et.al. (2015) is a better alternative 

in this regard. 

Selection of dispersion measure as well as location measure to estimate process 

parameters influence performance of mean chart. In this study two robust location control 

charts, one based on measures on trimmed data and the other based on G are proposed.  

Four types of trimmed mean charts including trimmed mean (10% and 20% of trimming), 

modified trimmed standard deviation for two levels of trimming (10% and 20% of trimming), 

two robust mean charts one modified with G and the other with MAD, two classical mean 

charts based on unbiased sample variance and biased sample standard deviation, are con-

sidered and a simulation study is conducted for comparing performance of charts in terms of 

false and correct detection of outliers. In presence of assignable causes of variation, charts 

based on trimmed mean and modified trimmed standard deviation, the results are outstand-

ing even for small shifts. The chart can be even used as warning limits for early detection of 

assignable causes, for large trimming percentage. The chart �̅�T-sT

*
 has smaller width com-

pared to �̅�-MAD and �̅�-K charts, especially in large trimming. Mean chart with dispersion 

measure K is a good alternative to that of sv (Mahmoud et al. , 2010) though both are based 

on unbiased measures of dispersion, as width of �̅�-K chart is smaller. The study shows that to 

modify to mean chart, MAD is slightly a better choice than G. It is noted that, both �̅�-sT

* 
and 

�̅�T-sT

* 
(at10% trimming) perform better than all other charts when there is no contamination. 

The comparative study of limits in terms of false detection shows that all charts are alike 

except for 20% trimming. 

The OC curves show that charts �̅�𝑇-s and �̅�T-sT

* 
have the smallest β-risk compared 

to all other charts and hence have the largest power to detect assignable causes of varia-

tions. Mean charts modified with robust measures G and MAD have almost same β-risk.   

The ARL study shows that a small percentage of trimming is advisable even for an 

in-control process. Robust chart based on trimmed mean and modified trimmed standard 

deviation chart excel in performance for small percentage of trimming and can even be used 

as warning limits for large percentage of trimming, in the presence of assignable causes. The 

ARL comparison supports mean chart modified with robust MAD than that of  G while OC 

curve study gives all most equal β-risk.  

Robust location chart based on trimmed mean and modified trimmed standard de-

viation can be used as an effective tool to control and improve process performance. This 

robust limits help to detect assignable causes or outliers in the phase II analysis if statistical 

control of process location parameter is tested using sample means collected. Both ARL and 

OC study show that, �̅�-sT

*
and �̅�T-sT

*
 (at10% trimming) perform better than all other charts 

under contamination or otherwise. The study also that in order to frame warning limits, one 

can increase the trimming percentage. Hence study supports usage of data with small per-
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centage of trimming to frame control limits in phase I analysis to get a better control in 

phase II analysis of a process. 

Charts are tested on real data also, with two levels of trimming. The robust chart 

for controlling process location parameter using trimmed mean and modified trimmed 

standard deviation is a better option than classical mean chart in real data too. This modified 

trimmed mean chart with 20% trimming identifies more outlier points. 

Study shows that the performance of classical mean chart is increased if process 

dispersion is estimated using sv and the robust measure G is a good alternative to sv. Among 

the G and MAD, for constructing a robust control chart, MAD seems to be a better estimate 

but trimmed mean and modified trimmed standard deviation are better pairs of estimates in 

quality control applications. 
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Abstract 

The SRMR, RMSEA, CFI, and TLI are commonly used fit indexes reported when describing the 

fit of structural equation models (SEM) used in math and science education.  A large number 

of the models tested in math and science education tend to be path models that study the 

interaction between various motivational, affective, contextual, and cognitive variables or 

latent growth curve models that examine change in students over time. The majority of these 

models tend to have small degrees of freedom and small sample sizes. Given the common use 

of these fit indexes, it is important to understand their performance when reported for 

relatively simple models. 

 

Keywords: structural equation modeling; growth model; sample size; degrees of freedom; 

simulation; science and math education 

 

The standardized root mean square residual (SRMR), root mean square error of ap-

proximation (RMSEA), comparative fit index (CFI), and the Tucker Lewis Index (TLI) are com-

monly used fit indexes reported when describing the fit of structural equation models (Kline, 

2010; Worthington & Whittaker, 2006), with the RMSEA, SRMR, and CFI being among the 

most widely reported in the SEM literature (Kline, 2010).  

The SRMR is a measure of the mean absolute correlation residual, with smaller val-

ues suggesting good model fit (Kline, 2010). The RMSEA provides information about ‘bad-

ness of fit’, with lower RMSEA values indicating good model fit (Kline, 2010). The CFI and TLI 

are both incremental fit indexes that assess the improvement in the fit of a model over that 

of a baseline model with no relationship among the model variables; larger values indicate 

better model fit (Kline, 2010).   

Several studies have examined the performance of these and other fit indexes un-

der various conditions (e.g., impact of sample size on fit index values) using simulations 

(Chen et al., 2008; Hu & Bentler, 1999). However, this work has examined the performance 

of the various fit indexes under different conditions with models that have moderate to large 
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degrees of freedom. For example, (Hu & Bentler, 1999) examined the performance of the 

SRMR, TLI, CFI, and RMSEA with models with degrees of freedom larger than 80.  There is a 

dearth of research examining the performance of SEM fit indexes using models with smaller 

degrees of freedom typical of path models or latent growth curve models tested in math and 

science education (Kenny, Kaniskan & McCoach, 2014; Kenny & McCoach, 2003).  

Studies that have examined the impact of degrees of freedom (Breivick & Olsson, 

2001; Kenny & McCoach, 2003) on model fit have tended to focus on the RMSEA and have 

found that the RMSEA showed better fit (smaller RMSEA values) for models with larger de-

grees of freedom. Kenny, Kaniskan, and McCoach (2014), who studied the performance of 

the RMSEA with models with small degrees of freedom, found that models with a combina-

tion of a smaller degrees of freedom and smaller sample sizes had RMSEA values that often 

falsely indicated a poor model fit. The authors found the RMSEA to be elevated with small 

sample sizes (N ≤ 100). As the model degrees of freedom decreased, model rejection rates 

increased for the RMSEA, even with sample sizes as large as 1000. The RMSEA decreases if 

there are more degrees of freedom and/or a larger sample size, keeping everything else 

constant (Kline, 2010). This suggests that more parsimonious models have smaller RMSEA 

values. However, with the exception of the Kenny, Kaniskan, and McCoach (2014) study that 

looked at 1, 2, 3, 5, 10, 20, and 50 degrees of freedom with sample sizes that ranged from 

50 to 1,000, other studies examining the RMSEA have used degrees of freedom much larger 

(e.g., 24 to 528 degrees of freedom) than those found in models frequently tested in math 

and science education.  

The SRMR, RMSEA, CFI, and TLI are commonly used fit indexes reported when de-

scribing the fit of models used in math and science education (e.g., Bailey, Taasoobshirazi, & 

Carr, 2014; Byars-Winston & Fouad, 2008; Mettern & Schau, 2002; Stevens, Olivarez, Lan, 

& Tallent-Runnels, 2004; Glynn, Taasoobshirazi & Brickman, 2007).  Many of the models 

tested in math and science education are path models that examine the interaction between 

various motivational, affective, cognitive, and contextual variables (e.g., Ha, Haury, & Nehm, 

2012; Kingir, Tas, Gok, Vural, 2013; Kirbulut, 2014; Stevens et al., 2004). These models 

tend to have fewer than 10 variables and small degrees of freedom (less than 10) (e.g., 

Adedokun, Bessenbacher, Parker, & Kirkham, 2013; Akyol, Tekkaya, Sungur, & Traynor, 

2012; Bailey et al., 2014). In addition, a common structural equation model with a small 

degrees of freedom tested in math and science education is the latent growth model (e.g., 

Gottfried, Marcoulides, Gottfried, & Oliver, 2009). Given the common use of these fit index-

es, it is important to understand their performance when used with models with small de-

grees of freedom.   

Also of interest was the impact of sample size on the performance of the fit indexes 

with models with small degrees of freedom. For example, the research in math and science 

education testing path models often have sample sizes that tend to be less than N = 250, 

with many studies having sample sizes less than N = 100 (e.g., Bailey et al., 2014; Ha, 

Haury, & Nehm, 2012). This is much smaller than the sample sizes typically found in simula-

tion studies on fit indexes in SEM (e.g., Hu & Bentler, 1999). Several studies have shown the 

importance of sample size on the performance of fit indexes such as the RMSEA (Chen et al., 

2008; Kenny et al., 2014). Specifically, Type II error rates for the fit indexes increase as sam-

ple size decreases. A goal of the present study was to determine the interaction between 

sample size and degrees of freedom on the performance of the SRMR, RMSEA, CFI, and TLI 

for models that have small degrees of freedom and small sample sizes, typical of what is 
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found in the path models and latent growth curve models tested in math and science educa-

tion. 

We wanted to know, for our four fit indexes and when working with models with 

small degrees of freedom: What is the performance of these fit indexes and their rejection 

rates across various sample size and degrees of freedom combinations? Specifically, do 

models with smaller degrees of freedom (more paths in the model) require a larger sample 

size, similar to the results of the Kenny, Kaniskan, and McCoach (2014) findings for the 

RMSEA or is a smaller sample size sufficient for models that have smaller degrees of freedom 

in line with research illustrating that adding paths to a model tends to improve fit (Kline, 

2010)? What is a sufficient sample size for a small degrees of freedom model needed to 

avoid making a type II error? 

 

Method 

 

We conducted a Monte Carlo simulation to test correctly specified growth models 

with varying sample sizes and degrees of freedom. To do so, we followed the same simula-

tion techniques as Kenny et al. (2014). Specifically, “intercept loadings were all fixed to one 

and slope loadings were fixed to zero for wave 1 and increased in one-unit increments 

thereafter. The population mean of the intercept factor was 0.5 and the variance was set at 

1.0: The population mean of the slope factor was 1.0 and its variance was 0.2. The covari-

ance between slope and intercept was 0.1, and all error variances were set at 0.5. The mod-

els were as follows based and are designated by their degrees of freedom: df = 1: 3-wave 

growth model, df = 2: 3-wave growth model with equal error variances and the loading for 

the slope factor at wave 3 free, df = 3: 3-wave growth model, with equal error variances, df 

= 5: 4-wave growth model, df = 10: 5 wave growth model (figure 1), df = 20: 7 wave 

growth model, with loadings on the slope factor for the last three times free, and df = 50: 

10 wave growth model” (Kenny et al., 2014, p. 10). In addition, we used the same sample 

sizes as Kenny et al., (2014) including: 50, 100, 200, 400, 600, and 1,000.   

The simulation feature of Mplus Version 7.3 was used to generate the data, and 

the R package MplusAutomation (Hallquist & Wiley, 2014) was used to estimate the parame-

ters for each simulation condition. We replicated each condition 1,000 times. The raw data 

were generated from a multivariate normal distribution. In order to address our research 

questions, we calculated the average value of the model fit indices for each simulation con-

dition and their accompanying rejection rates defined as the number of times that the model 

fit indices exceeded recommended cutoff values specified in the research. Specifically, a CLI 

cutoff value of .95, a TLI cutoff value of .95, a RMSEA cutoff value of .05, and a SRMR cutoff 

value of .08 were used (Hooper, Coughlan, & Mullen, 2008).  
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Figure 1. Simulation model for 10 degrees of freedom.   

 

Results 

 

CFI. Results of the simulation for the various degrees of freedom and sample sizes 

are presented in Table 1. The table reports CFI values and accompanying rejection rates. 

Figure 2 shows the CFI values for the selected sample sizes and degrees of freedom. Results 

indicated that adding paths to the model (decreasing the degrees of freedom) did not do 

much in terms of altering CFI values. Increasing sample size resulted in larger CFI values. 

Based on rejection rates, we almost never found the CFI to fall below the cutoff for sample 

sizes 100 or larger. For N = 50, the largest rejection rate was about 10%, suggesting that 

such small sample sizes may be problematic when using the CFI (unless degrees of freedom 

are very large).  

 

Table 1. CFI values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses 

df 1 2 3 5 10 20 50 

N = 50 0.992 

(3.90%) 

0.990 

(6.00%) 

0.986 

(9.80%) 

0.990 

(5.10%) 

0.991 

(2.30%) 

0.989 

(3.20%) 

0.992 

(0.10%) 

N = 100 0.996 

(0.30%) 

0.995 

(1.60%) 

0.993 

(2.20%) 

0.995 

(0.20%) 

0.996 

(0.10%) 

0.995 

(0.10%) 

0.997 

(0.00%) 

N = 200 0.998 

(0.00%) 

0.997 

(0.20%) 

0.996 

(0.20%) 

0.997 

(0.00%) 

0.998 

(0.00%) 

0.998 

(0.00%) 

0.999 

(0.00%) 

N = 400 0.999 

(0.00%) 

0.999 

(0.00%) 

0.998 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

N = 600 0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

N = 1000 1.000 

(0.00%) 

1.000 

(0.00%) 

0.999 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 
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TLI. Results of the simulation for the various degrees of freedom and sample sizes are pre-

sented in Table 2.  

 

Table 2. TLI values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses 

df 1 2 3 5 10 20 50 

N = 50 0.997 

(16.10%) 

1.001 

(12.20%) 

0.998 

(9.80%) 

0.998 

(7.30%) 

0.998 

(2.30%) 

0.995 

(3.70%) 

0.995 

(0.10%) 

N = 100 0.999 

(8.30%) 

0.999 

(4.00%) 

0.999 

(2.20%) 

0.999 

(0.90%) 

0.999 

(0.10%) 

0.999 

(0.10%) 

0.999 

(0.00%) 

N = 200 0.999 

(2.10%) 

0.999 

(0.40%) 

0.999 

(0.20%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

0.999 

(0.00%) 

1.000 

(0.00%) 

N = 400 1.000 

(0.20%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

N = 600 1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

N = 1000 1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

1.000 

(0.00%) 

 

The table reports TLI values and accompanying rejection rates. Figure 3 shows the TLI values 

for the selected sample sizes and degrees of freedom. Results indicated that adding paths to 

the model (decreasing the degrees of freedom) did not do much in terms of altering TLI val-

ues. Increasing sample size resulted in larger TLI values. The model rejection rate did in-

crease to 16% for a model with one degrees of freedom and a sample size of 50, suggesting 

that we could reject a correctly specified model when using the TLI and a combination of a 

small sample size and such a small degrees of freedom.  

 

 

Figure 2. CFI values for selected degrees of freedom and sample size 
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Figure 3. TLI values for selected degrees of freedom and sample size. 

 

RMSEA. Results of the simulation for the various degrees of freedom and sample 

sizes are presented in Table 3. The table reports RMSEA values and accompanying rejection 

rates. Figure 4 shows the RMSEA values for the selected sample sizes and degrees of free-

dom.  

 

Table 3. RMSEA values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses. 

Df 1 2 3 5 10 20 50 

N = 50 0.053 

(29.50%) 

0.045 

(30.10%) 

0.048 

(34.50%) 

0.044 

(34.20%) 

0.041 

(34.80%) 

0.041 

(35.60%) 

0.041 

(37.00%) 

N = 100 0.037 

(25.40%) 

0.034 

(26.30%) 

0.034 

(28.70%) 

0.032 

(26.60%) 

0.027 

(21.00%) 

0.025 

(16.00%) 

0.021 

(8.10%) 

N = 200 0.027 

(21.10%) 

0.025 

(20.10%) 

0.025 

(18.80%) 

0.022 

(14.60%) 

0.019 

(8.40%) 

0.018 

(2.70%) 

0.014 

(0.30%) 

N = 400 0.019 

(14.20%) 

0.017 

(8.00%) 

0.016 

(6.50%) 

0.016 

(4.30%) 

0.013 

(1.00%) 

0.012 

(0.00%) 

0.009 

(0.00%) 

N = 600 0.016 

(8.40%) 

0.013 

(5.00%) 

0.014 

(2.60%) 

0.013 

(0.90%) 

0.010 

(0.00%) 

0.010 

(0.00%) 

0.008 

(0.00%) 

N = 1000 0.013 

(4.90%) 

0.010 

(1.60%) 

0.011 

(0.70%) 

0.010 

(0.20%) 

0.008 

(0.00%) 

0.007 

(0.00%) 

0.006 

(0.00%) 

 

Results indicated that adding paths to the model (decreasing the degrees of freedom) tend to 

result in larger RMSEA values. Increasing sample size resulted in smaller RMSEA values. It is 

also important to note that model rejection rates were high (greater than 30%) with a sam-

ple size of 50 regardless of the degrees of freedom. In addition, for an N of 100 and 200, 

models with smaller degrees of freedom had higher rejection rates. For example, the RMSEA 

exceeded the cutoff of .05 nearly 29% of the time with a sample size of 100 and degrees of 

freedom of 3. This is in line with findings by Kenny et al. (2014) indicating that researchers 

should proceed with caution when using the RMSEA with SEM models with small degrees of 

freedom and small sample sizes.  
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Figure 4. RMSEA values for selected degrees of freedom and sample size 

 

SRMR. Results of the simulation for the various degrees of freedom and sample 

sizes are presented in Table 4. The table reports SRMR values and accompanying rejection 

rates. Figure 5 shows the SRMR values for the selected sample sizes and degrees of freedom.  

 

Table 4. SRMR values for selected degrees of freedom and sample size.  

Rejection rates are in parentheses. 

df 1 2 3 5 10 20 50 

N = 50 0.022 

(0.20%) 

0.047 

(13.60%) 

0.056 

(18.50%) 

0.053 

(12.40%) 

0.059 

(15.80%) 

0.064 

(18.70%) 

0.052 

(3.10%) 

N = 100 0.015 

(0.00%) 

0.034 

(3.90%) 

0.039 

(4.30%) 

0.037 

(1.40%) 

0.040 

(1.20%) 

0.043 

(0.40%) 

0.035 

(0.00%) 

N = 200 0.010 

(0.00%) 

0.024 

(0.50%) 

0.027 

(0.20%) 

0.026 

(0.00%) 

0.028 

(0.00%) 

0.031 

(0.00%) 

0.024 

(0.00%) 

N = 400 0.007 

(0.00%) 

0.017 

(0.00%) 

0.019 

(0.00%) 

0.018 

(0.00%) 

0.020 

(0.00%) 

0.022 

(0.00%) 

0.017 

(0.00%) 

N = 600 0.006 

(0.00%) 

0.013 

(0.00%) 

0.015 

(0.00%) 

0.015 

(0.00%) 

0.016 

(0.00%) 

0.018 

(0.00%) 

0.014 

(0.00%) 

N = 1000 0.005 

(0.00%) 

0.010 

(0.00%) 

0.012 

(0.00%) 

0.011 

(0.00%) 

0.013 

(0.00%) 

0.014 

(0.00%) 

0.011 

(0.00%) 

 

 

Figure 5. SRMR values for selected degrees of freedom and sample size. 
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Results indicated that adding paths to the model (decreasing the degrees of freedom) tend to 

result in smaller SRMR values. Increasing sample size resulted in smaller SRMR values. Once 

again, rejection rates tend to increase for a smaller sample size of 50 regardless of the de-

grees of freedom.  

 

 

 

Conclusion 

 

This is one of the first studies to examine the performance of the SRMR, RMSEA, 

CFI, and TLI with models with the small degrees of freedom typical of models found in math 

and science education. Kenny, Kaniskan & McCoach (2014) examined the RMSEA for cor-

rectly specified growth models with small degrees of freedom and we hoped to extend this 

line of research by examining the performance the RMSEA and additional fit indexes. We 

chose our four fit indexes because they are among the most widely reported in the SEM liter-

ature (Kline, 2010). Because we tested correctly specified models, we hoped that our fit in-

dexes would not violate the cutoffs reported in the research and that rejection rates would be 

low. We manipulated sample size across various and small degrees of freedom and found 

that, in general, researchers should avoid sample sizes less than 100 when testing small 

degrees of freedom models. In fact, science and math education researchers should avoid 

reporting the RMSEA when sample sizes are smaller than 200, particularly when combined 

with small degrees of freedom. Small degrees of freedom do not tend to result in rejection of 

correctly specified models for the TLI, CFI, and SRMR, particularly if they tested using larger 

sample sizes.  
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Abstract 

The paper presents the newly developed Abarnica heuristic ranking method applied to fuzzy-bias 

decision making with the central technique derived from complete tournaments or derivatives 

thereof. An useful recursive proposition called, Akhil's proposition together with a challenging 

conjecture is presented. The challenge to derive an efficient algorithm to apply the Abarnica 

heuristic method which appears to be very efficient with manual applications remains open. The 

authors advocate that the main advantage of the Abarnica heuristic ranking method is that strong 

bias are analytically mitigated in fuzzy-bias decision making applications which require ranking. 

 

Keywords: Complete tournament, Perron-Frobenius theorem, Abarnica heuristic, corrupt 

driving testing 

 

 

1. Introduction 

 

For general notation and concepts in graphs and digraphs see [1, 2, 3]. Unless 

mentioned otherwise all graphs are simple, connected and directed graphs (digraphs). Fur-

thermore, if the context is clear the terms vertex and player will be used interchangeably. 

A directed complete graph of order 1n  with vertex set },...,,{)( 21 nvvvGV   can 

be considered to be complete tournament, denoted by nT . The understanding of a complete 

tournament is that all distinct pairs of vertices are players in a match and the arc ),( ji vv  
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indicates that player iv  beat player
jv . Unless mentioned otherwise a match between a 

distinct pair of players does not allow a draw. In other words it is assumed that an arc has 

distinct orientation. The assumption can easily be relaxed to analyze bi-orientations as well. 

Figure 1 depicts a complete tournament, 6T  

 

Figure 1. 

 

If a vertex )( ni TVv   exists with out-degree 1)(  nvd i
, vertex iv  is the out-

right winner of the tournament. It is easy to see only one such vertex can exist. Also, if a ver-

tex )( nj TVv   exists with in-degree, 0)( 

jvd , vertex 
jv  is the outright loser of the 

tournament. Only one such vertex can exist. For further analysis we shall only consider the 

subgraph 
'

2},{  nji TvvT . The aforesaid is called the reduction rule. The reduction rule is 

applied iteratively until no further reduction is possible. Therefore, the final graph is either 

the empty graph hence, )( '...'''

0TV , if n is even, or 1

'...'''

1 KT   if n is odd, or 3, kTk  

results. Clearly for the first two outcomes the corresponding trivial ranking of the tourna-

ments have been derived. 

 

2. Important Graph Theoretical Results of Complete Tournaments 

 

Unless mentioned otherwise, a resultant complete tournament say, 3, nTn  will 

be assumed. Figure 1 depicts a complete tournament that cannot be reduced further. It is 

assumed that the reader is familiar with the concept of a directed path and distance between 

vertices iv and
jv . A king vertex iv  is a vertex for which the maximum directed distance be-

tween iv and
jv , ij  is 2. For a directed path between vertices iv  and 

jv  of length 2 it 

is said that iv  gained a virtual win over 
jv . Note that the aforesaid virtual win is possible 

despite a direct win of 
jv over iv . 

Lemma 2.1 Without applying the reduction rule, a complete tournament 3T has either one 

or three king vertices. 

Proof: Up to isomorphism the only complete tournaments 3T  that exist are  
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   )},(),,(),,{(},,,{)(),( 323121321333 vvvvvvvvvTATVT 
 
or 

   )},(),,(),,{(},,,{)(),( 133221321333 vvvvvvvvvTATVT   

Hence: 

 

Figure 2. 

 

Therefore, either only one king vertex, 1v  or three king vertices, 321 ,, vvv exist. 

Lemma 2.1 implies that for the case of having one king vertex the final ranking is

1v , 2v
3v  

For the case of three king vertices the ranking requires at least one further match 

rule and/or at least one further heuristic criteria to resolve the ties. An example of heuristic 

criteria could be that player (vertex) 1v  displayed superior technique compares to that of 

players ,2v
3v  hence, the win of 3v  was a fluke. The heuristic criteria can be applied by say, 

a panel decision to break the tie between 1v  and 3v  or a re-match (match rule) is allowed. 

A resultant complete tournament (reduction rule applied) is said to be diconnected 

if for any two distinct vertices, iv , 
jv  there exists a directed path from iv  to 

jv  and from 

jv to iv . 

Lemma 2.2 (Formalisation of observation in [1]) Up to isomorphism, there exists only 

one diconnected tournament of order 4. 

Proof: Through exhaustive combinatorial re-orientation of arcs the figure below proves the 

result. 

 

Figure 3. 

 

Lemma 2.2 implies that all complete tournaments of order 4 other than the dicon-

nected complete tournament can be trivially ranked by applying the reduction rule together 
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with Lemma 1.1. From [1, pp. 185-188] it follows that all resultant complete tournaments on 

5n vertices are disconnected and can be ranked by the Perron-Frobenius theorem. 

 

2.1 The Abarnica Heuristic Ranking Method 

The proposed Abarnica Heuristic Ranking Method
3
 utilises the random selection of 

a sufficient number of primitive holes (see [4]) of a complete graph on 4n  vertices to ob-

tain only 3T  complete tournaments. These are then assembled to construct the complete 

tournament, nT . This method has the advantage that different panels of judges or assessors 

can be utilised for the different 3T  tournaments when the rules are fuzzy-bias. Examples of 

such fuzzy-bias decision making tournaments are beauty contests, ranking political candi-

dates, ranking music genres, ranking food brands, expert estimation of the impact speeds 

based on the crash damage to vehicles, agreeability within societies and alike. Hence, in 

decision making tournaments where the decision (game) rules are not a reliable approxima-

tion of objectivity. 

 

Illustration 1. Consider the complete tournaments: 

)}),,(),,(),,{(},,,({)}),,(),,(),,{(},,,({ 144313431

2

3132321321

1

3 vvvvvvvvvTvvvvvvvvvT 

 

)}),,(),,(),,{(},,,({)}),,(),,(),,{(},,,({ 616551651

4

3513531531

3

3 vvvvvvvvvTvvvvvvvvvT 

 

)}),,(),,(),,{(},,,({)}),,(),,(),,{(},,,({ 656252652

6

3545242542

5

3 vvvvvvvvvTvvvvvvvvvT 

 

)).,(),,(),,{(},,,({)}),,(),,(),,{(},,,({ 656454654

2

3365635653

7

3 vvvvvvvvvTvvvvvvvvvT 

 

Since the number of panels and the stratification of the panel members can be ar-

bitrary or well-structured (experts) we assume four panels namely 4321 ,,, PPPP  provided the 

outcome above. Note that no panel could give absolute bias preference to any particular 

player (vertex). Also note that the tournaments were selected randomly. The only require-

ment to be met is that assembly into a singular tournament 6T  must result in a complete 

tournament with no tie in the orientation of an arc. In [4] it was shown that the number of 

primitive holes of a complete graph nK  is given by, 








3

n
. It is easy to see that the assembly 

of the eight 8,...,3,2,1,3 iT i
 tournaments results in the complete tournament depicted in 

figure 1. The observation that the complete tournament can be assembled by eight triangu-

lar tournaments compared to the twenty (20) distinct primitive holes found in 6K  signals 

great efficiency. In fact assembling is possible with only six (6) carefully selected primitive 

holes. Let )( nKH  denote the minimum number of primitive holes of nK  to be oriented 

such that a complete tournament nT  can be assembled. In the next result the expression, 
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1
2








n
 is deliberately preferred above the simpler expression, 









2

n
. The motivation is that 

the first expression most likely relates to the challenge to prove Conjecture 2.3.1. 

 

Proposition 2.3 (Akhil’s Proposition)
4
 Any complete graph 4, nK n

 
has a minimum of 

















 
  1

2

1
)()( 1

n
KHKH nn  primitive holes )( 3K  (not necessary unique) for which 

the complete tournaments, )(,...,3,2,1,3 n

i KHiT  on appropriate assembling, result in a 

complete tournament nT  (not necessary diconnected), provided that no arc orientation tie 

exists.  

Proof: We begin by considering the complete tournament, 3T . For both of the only possible 

complete tournaments 
1

3T  and 
2

3T  it is clear that a mixed complete graph is obtained if ver-

tex 4v  and edges 434241 ,, vvvvvv  are added. Also, a minimum of two primitives holes say, 

on vertices 421 ,, vvv  and 431 ,, vvv  or 421 ,, vvv  and 432 ,, vvv  or 431 ,, vvv  and 432 ,, vvv  

must be oriented. Thereafter, appropriate assembling any of the combinations will result in a 

complete tournament, 4T . Hence, the result 1
2

3
)(3)( 34 








 KHKH  holds. 

Assume the result holds for kn   and consider any complete tournament, nT . 

Case 1: Let k be even and add vertex 1kv  and the edges, 1131211 ,...,,,  kkkkk vvvvvvvv . 

Therefore, the maximum additional primitive holes to be orientated is, 

2

k
.  Since, 

1
2

)(
2

)()( 1 









k
KH

k
KHKH kkk

, the result holds n  is even. 

Case 2: Let k be odd and add vertex 1kv  and the edges, 1131211 ,...,,,  kkkkk vvvvvvvv . 

Therefore, the maximum additional primitive holes to be orientated is, 1
2








k
. Since,  

1
2

)()( 1 









k
KHKH kk

, the result holds n  is odd. 

Hence, through induction it follows that the results holds, 4n . 

 

Conjecture 2.3.1 A minimum number of primitive holes, 1
3

)(
)( 








 n

n

K
KH


of a com-

plete graph 4, nK n  can be orientated such that a complete tournament nT  can be as-

sembled. 
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Consider figure 3 and note that vertices 431 ,, vvv  are king vertices. Also note that 

more than one distinct king path (directed path of length at most 2) may exist between verti-

ces iv and
jv . 

 

Definition 2.1 The king index of a vertex iv  is the sum of the number of distinct king paths 

from iv to
jv , j . The king index is denoted, NllvTVvk ini  ,}{)()( . 

Illustration 2. From figure 3 it follows that: 5122},,{)( 4321  vvvvk , 

,211},,{)( 4312  vvvvk  

3111},,{)( 4213  vvvvk and
 

421},,{)( 3214  vvvvk . 

Since no king index ties exist the final ranking follows easily as: 2341 ,,, vvvv . 

Illustration 3. From figure 1 it follows that:  

,1243221},,,,{)( 654321  vvvvvvk  

,83212},,,,{)( 654312  vvvvvvk  

,1233321},,,,{)( 654213  vvvvvvk  

,5212},,,,{)( 653214  vvvvvvk  

and 

 

41111},,,,{)( 543216  vvvvvvk . 

The tie between vertices 31 ,vv  is resolved by noting that 1v  has king index summa-

tion term of 2 (total virtual wins) in respect of 3v  whilst 3v  has king index summation term 

of 1 (total virtual wins) in respect of 1v . Therefore, the derived ranking is, 645231 ,,,,, vvvvvv

. It is noted from [1] that the ranking derived is equal to the ranking derived by the Perron-

Frobenius theorem. 

 

Summarizing the Abarnica Heuristic Ranking Method 

Step 1: Consider the complete graph NnnK n  ,4,  and select at least 1
3

)(








 nK
 

distinct primitive holes such that nK  can be assembled from these primitive holes. 

Step 2: Choose a finite number of panels to decide on the orientation of the edges where 

an arc ),( ji vv  will imply that vertex iv  is preferred, or is the winner over vertex 
jv  in terms 

of game rules or fuzzy-bias decision criteria. 

Step 3: Assemble the complete tournament and apply the reduction rule to derive the pre-

liminary ranking of all outright winners and losers. If the reduction rule results in a trivial 

ranking, exit. Else, go to Step 4. 

611211},,,,{)( 643215  vvvvvvk
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Step 4: Determine the king index of all vertices of the resultant diconnected complete tour-

nament and derive the complete ranking through the decreasing ordering of the king indi-

ces. If a tie occurs amongst king indices go to Step 5. Else, exit. 

Step 5: For a king index tie between say, iv and
jv , compare the virtual win score of iv  

versus 
jv  as well as the virtual win score of 

jv versus iv . The highest virtual win score wins 

the ranking position. If a further tie occurs go to Step 6. Else, exit. 

Step 6: If a virtual win score tie occurs between say iv and
jv , the direct winner indicated by 

arc say, ),( ij vv  is used to allow player 
jv  to win the ranking position. 

 

3. Application to Driving License Testing  

within the South African Context 

 

In the South African context the National Road Traffic Act, (Act 93 of 1996), pro-

vides for three clusters of driving licenses i.e. Code A1, A (motorbikes); B or EB (light motor 

vehicles) and Code C1, C, EC1 or EC (heavy motor vehicles). In section 3.2 of [5] a noticea-

ble imbalance in the ratio of Code C1 license holders versus the population requiring that 

driving license code was observed. This observation raises the mysterious question for which 

a plausible answer should be researched. Why is it that so many decision makers and DLTC’s 

and driving schools claim the existence of a high demand for Code C1 driving license testing 

for a vehicle category < 4, 1% of the vehicle population requiring that specific driving license 

code? The respected digital research company, Pondering Panda, released a survey in May 

2013 in which it reliably reported that corrupt driving license testing is rife in South Africa. In 

particular, Code C1 is of interest because anecdotal evidence suggests strongly that Code 

C1 driving testing is the most corrupt driving testing code in the South African context. The 

aforesaid observation will be tested empirically by applying the Abarnica Heuristic Ranking 

Method to the complete tournament defined in the next section. 

 

3.1. Complete Tournament Structure and Fuzzy-Bias Decision Making Rule 

The complete tournament has players (vertices):  

}{},1{},{},1{},,{},,1{ 654321 ECvECvCvCvEBBvAAv  . 

The primitive holes to be orientated are on the set of vertices: },,{ 321 vvv ,

},,{ 421 vvv , },,{ 521 vvv , },,{ 621 vvv , },,{ 543 vvv },,{ 643 vvv , },,{ 653 vvv , },,{ 631 vvv ,

},,{ 532 vvv , respectively. The primitive holes were selected to ensure good empirical scrutiny 

of the Code C1 driving license. The selection allows for possible orientation ties between 3v  

and all other players as well an orientation tie between all pairs amongst players 32 ,vv  and 

6v . 

The fuzzy-bias decision making rule is: Arc ),( ji vv  = 1 implies that driving license 

testing in respect of Code(s)
jv
 

is least corrupt (or less prone to corrupt testing practices). 

Responses (decision making for orientation) will be captured in the table through 0 or 1 en-

tries to mean that 0),(1),(  ijji vvvv . Note that populating the complete table will 
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serve as a statistical measure of consistency since a respondent may unintentionally or 

through subjective thinking map both the ordered pairs 1),( ji vv  and 1),( ij vv . As 

stated earlier, bi-orientations can be analyzed. Bi-orientation only nullifies a direct win but 

certainly contributes to the king index as well as the virtual win score as well. See the next 

illustrative table. 

 

Table 1 iv  jv  
kv  

iv  - 0 1 

jv  1 - 1 

kv  0 0 - 

 

3.2. Data Collection and Analysis 

A total of 750 primitive holes were circulated for evaluation. A total of 665 responses were 

received hence, 1995 pairs of edges were evaluated (matched). Therefore, data collection 

had a response ratio of 88,67% which is considered satisfactory. Interesting to note is that 

70,59% of non-respondents are from amongst practising examiners from the provinces, 

Western Cape, KwaZulu-Natal, Gauteng and Limpopo. The final tournament outcome is 

depicted in Table 2 below. 

 

Table 2 

 
A1/A B/EB C1 C EC1 EC 

 

A1/A 

 

- 

 

32 

 

18 

 

37 

 

0 

 

102 

 

B/EB 

 

88 

 

- 

 

62 

 

61 

 

35 

 

20 

 

C1 

 

102 

 

178 

 

- 

 

107 

 

99 

 

67 

 

C 

 

83 

 

79 

 

13 

 

- 

 

32 

 

62 

 

EC1 

 

100 

 

185 

 

41 

 

68 

 

- 

 

77 

 

EC 

 

13 

 

100 

 

33 

 

78 

 

23 

 

- 

 

From table 2 it is clear that a zero-row does not exist. It implies that no code cate-

gory is viewed as corrupt free in respect of driver testing. It is observed that the Codes A1/A 

are viewed as corrupt free only in comparison of the heavy vehicle driving license code 

namely, EC1. Table 2 supports the anecdotal evidence that Code C1 is most prone to high 

levels of corrupt testing in that Code C1 has the highest average row score of 94,2. Table 3 

defines the complete tournament and figure 5 depicts the complete tournament.  

 

Table 3 A1/A B/EB C1 C EC1 EC 

 

A1/A 

 

- 

 

0 

 

0 

 

0 

 

0 

 

89 

 

B/EB 

 

56 

 

- 

 

0 

 

0 

 

0 

 

0 

 

C1 

 

84 

 

116 

 

- 

 

94 

 

58 

 

34 

 

C 

 

46 

 

18 

 

0 

 

- 

 

0 

 

0 
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EC1 

 

100 

 

150 

 

0 

 

36 

 

- 

 

54 

 

EC 

 

0 

 

80 

 

0 

 

16 

 

0 

 

- 

 

Figure 5. 

 

Clearly vertex 3v  is the outright winner and upon reduction it follows that vertex 5v  

is the second runner-up. Upon the second iterative reduction the resultant complete tourna-

ment on vertices 6421 ,,, vvvv  is isomorphic to figure 3. Therefore, the final ranking is imme-

diate i.e. 214653 ,,,,, vvvvvv . The fact that vertex 1v  beats vertex 2v  comes somewhat as a 

surprise to the authors intuitive thinking. More so, since the average row score for Code 

A1/A is the lowest at 37,8. This result in itself requires some further investigation. A question 

that comes to mind is whether the growing popularity of superbikes and touring classics 

and/or the expanding scooter delivery and courier industry have resulted in a high demand 

for Codes A1 and A driving licenses.  

 

4. Conclusion and Further Research 

 

The application of the Abarnica Heuristic Ranking Method to the data indicates un-

doubtedly that the driving license testing for Code C1 can be considered as the most corrupt 

testing code within the South African context. The popularity of the Code C1 driving license 

probably lies in the fact that the driving test protocol is easier than that prescribed for a light 

motor vehicle. It is the authors considered view that most applicants who test for Code C1 

actually do so with the intent to drive light motor vehicles. This view is currently the subject of 

research. However, mastering the easier driving competency might still be a challenge to 

many and therefore, the demand of corrupt testing and perhaps in many instances, no test-

ing at all, to obtain a Code C1 is high. The aforesaid is then followed up by the Code EC1. 

The relationship between the first two driving license codes is that Code C1 is the lightest in 

the heavy vehicle cluster and Code EC1 is the lightest in the articulated heavy vehicle cluster. 

In terms of average row scores Codes B/EB and C performed in a close-tie with average row 

scores of 53,2 and 53,8 respectively. In [5] it was found that Code C is most likely becoming 

a redundant driving license code. It is suggested that the close-tie will be interesting to re-

search further. 
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The power of the Abarnica Heuristic Ranking Method lies in the fact that the as-

sessment of primitive holes mitigates strong bias or preference over a particular player (ver-

tex) whilst the assembling of the primitive holes represents a complete tournament. The fact 

that Code A1/A beats Code B/EB and loses against Code C whilst Codes B/EB and C are in a 

close-tie illustrates the power of the Abarnica Heuristic Ranking Method to rank fuzzy-bias 

decision making applications. 

It is clear that Akhil’s proposition is a recursive result. It will be of interest to seek a 

closed formula and an efficient algorithm to find the minimum number of primitive holes

)( nKH . Any two primitive holes which do not share a common edge are said to be inde-

pendent. Let the maximum number of independent holes of a graph G be denoted by, 

)(Gp . We propose an improved conjecture for further research. 

 

Conjecture 4.1 For a complete graph nK , 3n , the minimum number of primitive holes of 

nK  to be oriented such that a complete tournament nT  can be assembled is given by  








 


2

)(3)(
)()( n

p

n

n

p

n

KK
KKH
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Abstract 

Batting average is the most commonly used measure of batting performance in cricket. It is defined 

as the total number of runs scored by the batsman divided by the number of innings in which the 

batsman was dismissed. Generally, the innings of a batsman comes to an end due to his dismissal, 

yet there are some cases in which the batsman may not get dismissed due to sudden termination of 

the batting innings of the team. The sudden termination may take place due to bad weather or 

victory or injury of the batsman or for running short of partners etc. In case, there are several not 

out innings in the career of a batsman, the batting average may get overestimated. To overcome 

this problem of over estimation, several authors proposed different modifications to the existing 

formula of batting average or defined new measures. Though each method expressed its 

advantages over the existing batting average, yet none of them are universally accepted as the 

most efficient replacement of the existing formula. This paper makes an attempt to study the 

existing solutions to the problem and then to evaluate the best or at least the most compatible 

alternative. For the purpose of quantification, data from the ICC Cricket World Cup played in 

Australia and New Zealand in 2015 is considered. 

 

Keywords: Data Mining in Sports; Performance Measurement; Cricket, Batting Average 

 

 

1. Introduction 

Cricket is an outdoor game played with bat and ball in a specially prepared area in 

the center of circular field called a pitch. The game is played under certain rules and regula-

tions between two teams of eleven players each. The teams take turn at batting and fielding. 

Each of such turn is called an innings. The aim of the fielding team is to dismiss all the bats-

men of the batting team and/or to restrict the flow of runs. Presently, there are three ver-

sions of cricket being played at the international level: test cricket, one-day international 

cricket (ODI) and Twenty20 cricket (Saikia, Bhattacharjee & Radhakrishnan, 2016). While test 

match is an unlimited over game, ODI and Twenty20 are restricted over versions of cricket. 
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The ODI matches are of 50 overs per innings; and Twenty20, as the name indicates are of 

20 overs duration only. ODI and Twenty20 format are called limited over format of cricket. 

In limited over cricket, the team which bats first sets a target for the opponent team to attain 

in the second innings.   

In cricket each batsman try to score as much runs he can against the bowling attack 

of the fielding team. The bowlers on the other hand, with the help of the fielders try to re-

strict the batsman from scoring runs. Though both bowling and batting are the prime skills of 

the game of cricket yet in this work, we shall concentrate on a very common measure of 

batting performance viz. the batting average. The batting average is an index of the batting 

ability of a cricketer.   

The batting average of a batsman in ‘n’ innings (say) is defined as the total runs 

scored by the batsman in those innings divided by the number of complete innings. The 

phrase ‘complete innings’ means the innings in which the batsman was dismissed. If the 

batsman gets dismissed in all his innings then the batting average is as good as the arithme-

tic mean of the runs scored by the batsman in those ‘n’ innings. However, if the batsman 

remains not out in some of the innings (antonymous to ‘dismissed’), then the numerator 

remains same i.e. the runs scored by the batsman in those ‘n’ innings but the denominator is 

only the innings in which the batsman was dismissed i.e. less than n. Thus, if there is at least 

one not out innings in the collection of ‘n’ innings then the denominator is less than the 

number of terms in the numerator. This may overestimate the actual batting performance of 

a batsman, if measured through batting average. A hypothetical situation, in which the 

batsman is not dismissed in any of his innings, the batting average remains undefined. Many 

authors addressed this problem and defined different measures to compliment the issues 

concerning the batting average. Van Staden et al. (2009) gives a summary of all these 

methods. In this work, we try to explore these options and try to find out the best or the most 

compatible of the options.  

Section 2 of the paper reviews the different types of performance measures in cricket 

and provides a brief introduction to all the extended batting averages defined by the differ-

ent authors. The next section of the paper provides in details different formulae of all the 

extended batting averages. Section 4 is the methodology of the paper where the data 

source, process of comparison and relevant statistical methods are discussed. The result of 

the calculations is discussed in Section 5 and the last section concludes the work with some 

directions for future work.  

 

2. Literature Review  

 

Cricket is a data-rich sport. So different quantitative works by researches based on 

data generated from cricket are frequently encountered. Out of which a significant amount 

of work is concentrated towards performance measurement in cricket. Batting and bowling 

are two prime skills of the game. Thus, different traditional measures are used in cricket to 

quantify batting and bowling performance of cricketers. While batting average and strike 

rate are two very commonly used measures of batting performance, bowling average, bowl-

ing strike rate and economy rate are commonly used measured of bowling performance. In 

addition to these measures, several other authors have defined other innovative measures of 

quantifying batting and bowling skills of cricketers. Mention can be made of the Combine 

Bowling Rate by Lemmer (2002) and other measures of bowling performance by Beaudoin 
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and Swartz (2003), Kimber and Hansford (1993) and Van Staden (2009). In case of innova-

tive measures concerning batting performance mention can be made of Lemmer (2004), 

Barr and Kantor (2004), Croucher (2000), Basevi and Binoy (2007), Kimber and Hansford 

(1993). Brettenny (2010) reviews the different batting and bowling performance measures 

proposed by different authors.   

Out of the traditional measures of quantifying batting performance in cricket the batting 

average is the most commonly used in all formats. The formula for which is given by, 

 

innings  complete ofNumber 

scored runs ofNumber 
  AV  
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Where 𝑥𝑖; 𝑖 = 1,2, … 𝑛 denote the runs scored by a batsman in n completed innings and 𝑥𝑖
∗; 𝑖 =

𝑛 + 1, 𝑛 + 2, … 𝑛 + 𝑚 denote the runs scored by a batsman in m not-out innings. The disad-

vantage of using this formula is that it can overestimate the batsman’s batting average. His-

torically, the principle criterion used for comparing batsmen in the game of cricket has been 

the batting average, but unfortunately, when a batsman has a high proportion of not-out 

innings, the batsman’s batting average will be inflated  (Van Staden et al. 2009). The prob-

lem of the study looks beyond the works done by Van Staden et al. (2009). 

To address this issue, several authors have suggested changes in the formula of 

batting averages with techniques ranging from the concept of survival analysis to Bayesian 

estimation. Some of them are Danaher (1989), Lemmer (2008a), Damodaran (2006), Maini 

and Narayanan (2007) etc. Though each of the methods is developed based on correct sta-

tistical logic yet there is no universal acceptance of any of these methods, as a solution to 

the problem of over estimation existing in (1).   

Van Staden et al. (2009) analyzed and compared different methods which are de-

signed to deal with the problem of inflated batting average due to the presence of a high 

proportion of not-out innings. From the work of Van Staden et al. (2009), one finds that 

none of the methods clearly outperforms all the other methods. His work only made an em-

pirical comparison of ten different methods but cannot reach to a meaningful conclusion viz. 

the best method of computing the batting average. This provided us with a motivation to 

take up the problem. 

 

3. Description of the different Batting Averages 

 

The simplest solution for dealing with the problem of inflated batting average is to 

use the “real” AV instead of the conventional AV by dividing the number of runs scored in all 

innings by total number of innings, 
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With realAV  the distinction between completed and not out innings is ignored, and, 

by doing so, the occurrence of inflated averages is completely eliminated (Howells, 2001).  
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Danaher (1989), proposed the product limit estimator (PLE) to estimate the batting average. 

The PLE is a non-parametric estimator originally designed by Kaplan and Meier (1958) for 

the use in life insurance and the actuarial field in general. 

With the PLE, all not out batting scores are censored. Then, 
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Where 𝑦𝑖:𝑛; 𝑖 = 1,2, … 𝑛 denote the ranked distinct uncensored scores, 𝑦0:𝑛 = 0, ∆𝑦𝑖:𝑛 = 𝑦𝑖:𝑛 −

𝑦(𝑖−1):𝑛,𝑑𝑗 is the number of uncensored scores equal to yi:n and cj the number of censored and 

uncensored scores greater or equal to 𝑦𝑗:𝑛. To ensure that the PLE is finite, the maximum 

score is uncensored, even if it is a not-out score. 

Unfortunately the calculation of the PLE is extremely complex, so it is unlikely that 

the cricketing world shall favour it. Also, after each extra innings of a batsman, the PLE has 

to be recalculated completely. Furthermore, as pointed out by Danaher (1989), the PLE is 

insensitive when many of the high scores are not-out scores and hence censored. 

Generally a batsman will always have PLE ≤ AV. However, it is interesting to note 

that the value of the PLE can be greater than that of AV. This can happen when a batsman’s 

highest score is an outlier, that is, when the highest score is much larger than the second 

highest score and, in effect, the rest of the batsman’s scores (Danaher 1989). 

Lemmer (2008a) considered innovative estimators of the type 
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Where, the factor gf is used to adjust the not out scores to obtain completed scores. The sim-

plest estimator of this type is 2e  with, 22 f , so that not out batting scores are doubled 

(Lemmer, 2008a). 
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The justification for the choice of 22 f
 
is that, if a batsman had a not out score 

and assuming that the batsman would be allowed to continue till he gets dismissed, then, on 

average, he could have been expected to double his score. 

Lemmer (2008a), also considered many other possible factors, and found that 6e  

with 
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Thus we define e6 as, 
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Lemmer (2008a) showed that 2e  and 6e  are closely related. But the calculation of 

6e
 
is more complicated than that of 2e , accordingly he suggested that 2e  can be used for 

ease in calculations without much compromise with accuracy. Lemmer (2008b) recommend-

ed, 

 6226
2

1
eee   (7) 

 

Van Staden et al. (2009), defined another simpler measure like that of e2 with an 

interesting modification. According to that method, the runs scored in the not out innings is 

either doubled or restricted to the highest score achieved by the batsman in the past tour-

nament or career innings. Out of the two options, the minimum shall be considered for a not 

out innings. It is denoted by 
re2 . 

Damodaran (2006), utilized a Bayesian approach to replace not out scores with 

conditional average scores. Consider the series of innings t = 1, 2,…,n+m, if the score in 

innings t is a complete score, xt then we take zt = xt. If the score is a not out score, 
*
tx , then 

this score is replaced by 
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where 𝑍1, 𝑍2, … , 𝑍𝑡−1 are the series of completed and/or adjusted scores up to innings 

 𝑡 − 1, 𝐼(𝑍𝑙) = 0 𝑖𝑓 𝑥𝑖
∗ ≥ 𝑍𝑙𝑎𝑛𝑑 𝐼(𝑍𝑙) = 1 𝑖𝑓 𝑥𝑖

∗ ≤ 𝑍𝑙 

The estimator for the average is then given by, 
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Maini and Narayanan (2007) proposed a method based upon exposure-to-risk. Let 
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Be the average number of balls faced by a batsman in his nm  innings and let 

nrrr ,..,, 21
 and 

**
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1 ,...,, mnnn rrr  denote the batsman’s exposure in n completed innings and 

m not out innings respectively. If the score in innings i
 
is a completed score, .1ir

 
In effect 
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the exposure is one for all completed innings. If the score is a not out score and ,* bbi 
 
then, 

b

b
r i
i

*
*  , else 1* ir .  The average is then calculated by 
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Van Staden et al. (2009) pointed out two issues with the AVexposure - first, the number 

of balls faced by a batsman in a not-out innings is compared to the average number of balls 

faced over the whole tournament or career of this batsman. Thus, the exposure calculated 

for a not-out innings depends on past and future batting performances, which is not logical. 

Surely only past batting performances should be used. Further, the exposure for each past 

not-out innings must be recalculated each time the batsman bats again. So an immediate 

advantage of only using past batting performances will be that the exposure for past not-out 

innings need not be recalculated after each additional innings. The second concern has to 

do with the calculation of the average number of balls faced. Accordingly, Van Staden et al. 

(2009) suggested that a batsman should benefit from surviving the opposition’s bowling 

attack by comparing the number of balls faced in a not-out innings to the survival rate in-

stead of the average number of balls. Applying both the adjustments to the exposure-to-risk 

method, if a batting score is a not-out score and ii SVb *
 where iSV , is the survival rate for 

the batsman for all innings up to and including innings i, then  

i

i
i

SV

b
r

*
*  , else 1* ir . Ac-

cordingly, Van Staden et al. (2009) denoted the average based upon our adjusted exposure-

to-risk method by survivalAV  to distinguish it from exposure osureAVexp . 

 

4. Methodology 

 

To compare the different averages discussed so far we need to apply it to some live 

data and compute the different averages. The conformity between the different methods 

shall be checked by the Kendall’s coefficient of concordance and then in case of non-

conformity sensitivity analysis shall be performed to find out the average that has maximum 

compatibility with the other averages. Detailed explanation of data source and the method-

ologies are explained in the subsequent subsections.  

 

4.1. Data Source and Training Sample 

For computing the batting averages using different methods and then for further 

relevant computations to reach the objective of the study we need a real data set. For the 

dataset, the matches played in the 2015 World Cup in Australia and New Zealand, is con-

sidered.  The world cup of 50-overs a side saw 49 matches in the tournament. The necessary 

data from those matches are collected from the website www.espncricinfo.com. For the pur-

pose of the study, the batsmen who satisfy the following criteria are considered in the trial 

sample for the computation of batting averages using the different methods: 
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 The batsman who has played at least 5 innings in the entire tournament 

 The batsman who was not-out in at least one innings in the entire tournament 

 The batsman who has faced at least 200 balls in the entire tournament 

 

4.2. Computation of Averages  

Following the restrictions as in the previous section, 20 batsmen qualified for the 

training sample, details of which are provided in Appendix I. Based on the different methods 

discussed above the computation are done and the averages along with the ranks are sum-

marized in Table 1.  

 

4.3. Kendall’s Coefficient of Concordance 

Since the formula for computation, varies from each other so it is obvious that the 

computed average using different methods will give different values even for the same 

batsman. However, the ranks of the batsmen shall not be much variant across the different 

methods, if based on the same data. Thus, once the averages of the batsmen are obtained 

using different methods, the batsmen shall be ranked based on each of the methods. Then 

considering each method of average as one of the rater, Kendall’s coefficient of concordance 

shall be computed. Kendall’s coefficient of concordance is a measure of agreement among 

raters and is defined as follows. 

Assume there are m raters (here 10 different method of averages) rating k subjects 

(here 20 different batsmen) in rank order from 1 to k. Let ijr the rating rater j gives to sub-

ject i. For each subject i, let 




m

j

iji rR

1

 let R  be the mean of the iR  , and let R be the 

squared deviation, i.e. 
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Now we define Kendall’s W by 

 2 3

12R
W

m k k



 (13) 

 

It is also to be noted that the value of W always lies between 0 and 1 i.e. 

10 W . It is given that by the first property of Kendall’s coefficient of concordance when 

5k  or m > 15, 
2

1~)1(  kWkm  . This rule can be used to test the null hypothesis that 

all the raters (averages) have ranked the subjects (batsmen) in a uniform manner.  

 

4.4. Pareto Ordering for Compatibility 

If the null hypothesis mentioned in the previous sub-section is rejected for the exer-

cise on the current data set, then it means that the different methods of averaging have not 

ranked the batsmen in a uniform way but differently. In such a case, we can take the help of 

Pareto ordering to determine that average (set of ranks) which has the maximum compatibil-

ity with the other averages (set of rankings).  Chakrabarty and Bhattacharjee (2012), can be 
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consulted for detailed discussion of the Pareto ordering method. In brief, its working can be 

explained by the following way, 

Let, the subscript i is an index attributed to identify the batsman. Since, there are 

20 batsmen in the training sample so i = 1, 2, …, 20 and the subscript j (or k ) is an index 

attributed to the method of averaging. As, there are 10 method of averages discussed in the 

paper so j (or k) = 1, 2, …, 10 . Next, we define,  

j

iR Rank of the i
th
 batsman in the j

th
 method of computing average 

jk

id Square of difference between ranks of the i
th
 batsman for the j

th
 and k

th
 method of 

computing average =  2k

i

j

i RR   

jD Sum of square of distance between ranks of the j
th 

method of averaging with all other 

methods across all batsmen =  
 

10

1

20

1jk i

jk

id   (14) 

So, the compatibility score corresponding to the j
th
 method of averaging is given by 

jD as defined in (14). Lesser the compatibility score of a given method of average more is 

the compatibility of that average with a set of similar other method of averages. 

 

5. Results and Discussion 

 

Considering the data restriction mentioned above 20 batsmen got selected in the 

training sample. The batting average of all of them is calculated using the different method 

of averages and are placed in Table 1 below.  

 

Table 1. Averages of the batsmen in the training sample under the different methods  

Player name AV 

 

PLE 

       

SPD Smith 67(6) 57.43(5) 61.46(3) 65.43(8) 62.55(2) 63.99(5) 57.43(5) 57.43(5) 57.43(6) 59.04(5) 

David Warner 49.29(13) 43.13(11) 48.058(9) 45.75(16) 45.72(10) 45.74(14) 43.13(11) 43.13(11) 48.14(9) 48.69(9) 

Mahmudullah 73(3) 60.83(3) 56.67(7) 82.17(4) 59.13(4) 70.65(3) 60.83(3) 60.83(3) 60.83(3) 61.98(3) 

IR Bell 52.4(11) 43.67(10) 44.75(13) 52.33(11) 49.56(7) 50.95(10) 43.67(10) 43.67(10) 43.73(11) 46.28(12) 

MS Dhoni 59.25(9) 39.5(13) 44.5(14) 61.17(9) 34.63(14) 47.9(11) 39.5(13) 39.5(13) 39.5(13) 45.69(13) 

Suresh Raina 56.8(10) 47.33(8) 41.33(15) 65.67(7) 49.17(8) 57.42(7) 47.33(9) 47.33(9) 47.33(10) 46.6(11) 

Virat Kohli 50.83(12) 38.13(15) 46.42(11) 47.75(15) 37.23(12) 42.29(15) 38.13(15) 38.13(15) 39.23(14) 47.24(10) 

Rohit Sharma 47.14(14) 41.25(12) 46.69(10) 48.38(14) 45.74(19) 47.06(12) 41.25(12) 41.25(12) 41.25(12) 42.97(14) 

Ajinke Rahane 34.67(17) 29.71(17) 33.79(16) 33.43(17) 33.82(15) 34.12(17) 29.71(17) 29.71(17) 30.69(18) 32.22(18) 

MJ Guptill 68.38(4) 60.78(4) 46.11(12) 87.11(3) 29.97(17) 58.84(6) 60.78(4) 60.78(4) 60.78(4) 55.78(7) 

GD Elliot 44.29(15) 38.75(14) 60.98(4) 49.25(13) 42.53(11) 45.89(13) 38.75(14) 38.75(14) 38.75(15) 35.54(15) 

KS Williamson 33.43(18) 26(19) 30.59(18) 32(18) 25.79(19) 28.9(19) 26(19) 26(19) 27.02(20) 31.59(19) 

CJ Anderson 33(19) 28.88(18) 32.67(17) 29.75(19) 29.86(18) 29.81(18) 28.88(18) 28.88(18) 31.64(17) 32.34(17) 

LRPL Taylor 31.57(20) 24.56(20) 29.7(19) 27.78(20) 24.64(20) 26.21(20) 24.56(20) 24.56(20) 27.2(19) 27.56(20) 

AB de Villiers 96.4(2) 68.86(2) 75.67(2) 101.29(2) 53.7(6) 77.49(2) 78.14(1) 78.321(1) 69.42(2) 78.44(2) 

DA Miller 64.8(7) 46.29(9) 50.95(8) 72.57(5) 36.82(13) 54.7(9) 52.86(8) 53.07(8) 48.42(8) 51.44(8) 

F du Plessis 63.33(8) 54.29(7) 59.83(5) 57.29(10) 57.26(5) 57.27(8) 54.29(7) 54.29(7) 58.61(5) 59.72(4) 

KC Sangakarra 108.2(1) 77.29(1) 101.63(1) 109(1) 62.86(1) 85.93(1) 77.29(2) 77.29(2) 77.29(1) 90.13(1) 

MN Sammuels 38.33(16) 32.86(16) 19.29(20) 51.86(12) 30.39(16) 41.12(16) 32.86(16) 32.86(16) 32.86(16) 34.71(16) 

SC Williams 67.8(5) 56.5(6) 59.82(6) 69.17(6) 62.07(3) 65.62(4) 56.5(6) 56.5(6) 56.5(7) 58.11(6) 

realAV 2e
6e 26e

re2 BayesianAV osureAVexp survivalAV
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In Table 1, the name of the batsman appears along the row heads and the method 

of average along the column heads. The number in the cell indicates the average of the 

batsman appearing in the row head using the method of average indicated by the column 

head. The numbers in parenthesis in each of the cells shows the rank of the cricketer de-

pending on the method of averaging as given in the column head. It may be seen that KC 

Sangakara is ranked first in most of the method eight out of ten and LRPL Taylor is ranked 

last (20
th
) in eight out of ten methods.  

Now, Kendall’s coefficient of concordance is computed for the data set, with an aim 

to test the null hypothesis W = 0, which is an indication that there is agreement among the 

methods. The computation for the data set under consideration provides, W = 0.9034 with 

the p-value of the corresponding 2
 statistic as 0.000 indicating that there is a clear disa-

greement between the different method of averages.     

Next we perform Pareto ordering and compute the values of D 
j 
following (14) 

above. Table 2 provides the compatibility score of the different batting averages. Minimum 

the value of D 
j 
more compatible is the method of averaging. The table shows that, e2

r 
and 

AVBayesian has maximum compatibility with the other methods of averaging. AVreal acquires the 

next position in compatibility with very close compatibility score with e2

r 
and AVBayesian. How-

ever, considering the simplicity of AVreal , one may consider it as the best method of compu-

ting batting average.  

 

Table 2. Compatibility Score (D 
j
) of the different method of computing the batting average 

AV AVreal PLE e2 e6 e26 e2
r 

AVBayesian AVexposure AVsurvival 

1060 870 2278 1750 2988 952 868 868 1008 1090 

 

6. Direction of Future Work and Conclusion 

 

Of the different formats of cricket, this exercise is performed here only on one day 

international (ODI) cricket that too for a tournament only. In this exercise, we found that e2

r 

and AVBayesian has maximum compatibility compared to the other method of averages. In or-

der to generalize the result, several such exercises shall be performed over different sets of 

one day international matches. The exercise can be extended to other formats of cricket like, 

Twenty20 and test cricket as well.  This can enable the researcher to understand how the 

batting average shall be best defined depending on the format of cricket. However, what is 

statistically correct may not be accepted to cricket analysts and fans. The batting average 

needs to be well and simply defined, so that any cricket fan can easily compute the average. 

In this regard, in this exercise, AVreal even being in the second position shall earn more ac-

ceptance than others.  
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Appendix 1. Innings wise performance of the batsmen in the training sample 

   Innings 

Batsman 
1 2 3 4 5 6 7 8 9 

SPD Smith 5(9) 4(11) 95(98) 72(88) 65(69) 
105 

(93) 

56* 

(71) 
  

David Warner 22(18) 
34 

(42) 

178 

(133) 
9(12) 

21* 

(6) 

24 

(23) 
12(7) 

45 

(46) 
 

Mahmadullah 
23 

(46) 

28 

(46) 

62 

(62) 

103 

(138) 

128* 

(123) 

21 

(31) 
   

I R Bell 36(45) 8(17) 54(85) 49(54) 63(82) 52*(56)    

M S Dhoni 18(13) 
18 

(11) 

45* 

(56) 

85* 

(76) 
6(11) 65(65)    

S R Raina 74(56) 6(5) 22(25) 
110* 

(104) 
65(57) 7(11)    

Virat Kohli 
107 

(126) 

46 

(60) 

33* 

(41) 
33(36) 

44* 

(42) 
38(48) 3(8) 1(13)  

Rohit Sharma 15(20) 0(6) 57*(55) 7(18) 64(66) 16(21) 
137 

(126) 

34(48

) 
 

Ajinka Ra-

hane 
0(1) 

79 

(60) 
14(34) 

33* 

(28) 
19(24) 19(37) 44(68)   

MJ Guptill 49(62) 
17 

(14) 
22(22) 11(14) 57(76) 

105 

(100) 

237* 

(163) 

34(38

) 

15 

(34) 

GD Elliot 29 (34) 29(31) 0(1) 19(28) 39(34) 27(11) 84(73) 
83(82

) 
 

KS Williamson 57(65) 
38 

(45) 
9(22) 45(42) 33(45) 1(2) 33(35) 6(12) 

12 

(32) 

CJ Anderson 75(46) 
11 

(16) 

26 

(42) 
7(8) 39(26) 15(16) 58(57) 0(2)  

LRPL Taylor 14(28) 9(14) 5(5) 1(2) 24(41) 56(97) 42(61) 
30 

(39) 

40 

(72) 

AB devilliers 25(36) 
30 

(38) 

162* 

(66) 
24(9) 77(58) 99(82) 

65* 

(45) 
  

DA Miller 138*(2) 22(23) 20(16) 46*(23) 0(13) 49(48) 49(18)   

F duplessis 24(32) 
55 

(71) 
62(70) 

109 

(109) 
27(29) 

21* 

(31) 

82 

(107) 
  

K Sangakarra   39(38) 
7* 

(13) 

105* 

(76) 

117 

(86) 

104 

(107) 

124 

(95) 
45(96)   

Marlon Sam-

muels 
21(41) 

38 

(52) 

133* 

(156) 
0(9) 2(7) 9(18) 27(15)   

SC Williams 8(13) 
76* 

(65) 
76(61) 33(32) 96(83) 50(57)    

Source: http://www.espncricinfo.com/icc-cricket-world-cup 2015/engine/series/509587.html? view=records 

Note: Not out innings is indicated by *. Figures in bracket indicate the number of balls faced.   
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Abstract 

The migration of skills is one of the most important and complex socio-economic phenomena. The 

mobility between the European Union countries gains more and more attention in the specialty 

literature. The migration process has strong economic implications – people are attracted by the 

better living and working conditions within the destination countries. Besides the economic, social 

and political implications this phenomenon presents ethical and moral implications too.  

The direction of the migration for highly skilled persons is mainly from developing countries to the 

developed countries.  The migration process can imply a loss and a gain at the same time. The 

countries of origin will suffer a loss of highly skilled/ educated people, while the receiving countries 

will gain without making any investment. 

 

Keywords: brain drain; brain gain; migration; European Union 

 

 

1. Introduction 

 

The exodus of talented students to study abroad is the result of two factors. Firstly, 

the quality of domestic education; and secondly, it is a way for extraordinarily talented stu-

dents to gain recognition of their skills. Even if the education received abroad is tangential to 

their ultimate employment, students may still choose foreign study to signal their exceptional 

quality.
1
 

For young people that choose to continue their studies outside the country (higher 

education), the decision to migrate can be based on their expectations for future benefits. 

They either want a professional accomplishment; or they wish that when they return to their 

country of origin, to earn higher wages. In this case the temporary migration phenomenon is 

present and the diploma obtained represents a strong signal and an advantage over the 

candidates competing for the same position in the labor market. Alternatively, they want to 
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settle in another country in which case the higher education achieved can increase their 

chances to be employed accordingly with their level of education. So, no matter if the labor 

mobility of the higher educated people is temporary or it is permanent, it attracts a series of 

advantages and disadvantages. 

In terms of benefits from migration of highly skilled people (and not only) for the 

country of origin, here are some of the advantages: the labor market is stabilized, the un-

employment rate decreased, the remittances are send in the country of origin which means 

an increase of the GDP for those countries. Generally, for the country of origin the disad-

vantages of the migration of the highly skilled people exceed the advantages.  

As disadvantages we have: the quality and the number of higher education gradu-

ates that work in the country of origin decreases (the demand of highly skilled people falls) – 

phenomenon that lowers the chances for the country of origin to progress on medium and 

long term; the country of origin will only loose as long as it invests in education and it cannot 

make use of the future benefits.  

In order to reduce the number of highly skilled people that leave their country, the 

state and the companies must take action. The curriculum of higher education institutions 

and demand in the labor market must be closely related. The young people must be pre-

pared in order to adapt to the permanent changes that occur in the labor market – in this 

way the higher education institutes will have to review their curricula to the requirements of 

the labor market, so the young people can face the competition and find a job in line with 

their level of education. Another method by which the state or companies can stop the mi-

gration is adopting some laws in order to convince the highly skilled people to remain in 

their country. An example can be the IT domain in Romania. As an incentive to minimise the 

migration, the people that work in this field are exempted from paying income taxes. 

There are cases in which we are confronted with the brain drain phenomenon, but 

not with the brain gain phenomenon too. If the highly skilled people worked in their country 

of origin on a position that reflects their level of education, but in the destination country 

they have a job that does not require higher education, we can say that only the brain drain 

phenomenon is present. 

For the destination countries the number of advantages is bigger than the number 

of disadvantages. The main advantage is that the destination country wins without making 

any effort or investment. Hence, it benefits from highly skilled people. In this case we are 

facing with ethical implications as well. On the opposite side, the main disadvantage is that 

as long as the labor demand will be satisfied from the migration then on the long term this 

phenomenon can lead to a decrease in quality of the internal workforce. 

 If we are facing temporary migration, we can signal the presence of the brain ex-

change phenomenon, instead of the brain drain – brain gain phenomenon. When the brain 

exchange phenomenon is present we may say that we have a win-win situation for both 

countries of origin and destination. 

If a person chooses to migrate only “virtual” – due to the advanced technologies, 

we can signal the presence of brain exchange phenomenon. In this way, the persons that 

are in this situation are living with their family without having to leave the country. They also 

bring benefits to their country – they spend the salary here and not in the “virtual” host 

country.   

Attracting and keeping the performing labor force on the national market repre-

sents a condition of competitiveness, of ensuring sustainable development at local and na-

tional level.
2
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The main purpose of this study is to discuss the principal factors that lead people 

with tertiary education to migrate. Based on statistical analysis, we will investigate the flow of 

the migration process in the European Union (EU) countries for the highly educated people 

and determine what are the countries classified as countries of origin and what are the 

countries classified as destination countries. 

The paper findings can be considered a good starting point for a better overview of 

the accuracy of the system.   

 

2. Literature review and general framework 

 

Some researchers think that the migration in the European Union shouldn’t be 

seen as a disadvantage from the country of origin’s perspective and that the main loss is that 

highly educated people leave the European continent and migrate to another continent, for 

example from Europe to USA. They say that Europe has to be considered as a whole.
3
 

From our perspective, taking Europe’s countries as a whole is almost impossible. In 

Europe there are developed countries, developing countries and undeveloped countries. The 

loss of highly educated people would mean a huge disadvantage, a loss that would diminish 

the chances of the countries of origin to accede to a higher level of education and livelihood. 

According to the authors of the article “Brain Drain and Brain Gain Migration in the 

European Union after enlargement”, you must fulfill two conditions in order to be included in 

the category of highly educated people from the migration perspective. The first condition 

refers to the level of the education achieved. According to this parameter, the highly educat-

ed people are included in the highly skilled or highly trained category. The second condition 

is strictly related to the profession and refers to the job that is practiced in the country of 

destination. Even if at a first glance the difference between these two parameters seems 

elusive, in reality it is not so. A highly educated person that works in the destination country 

as a taxi driver is framed in terms of education as an educated person, but not from the pro-

fessional point of view too.
4
 

 

3. Research goal, methodology and data issues 

 

In the first part of the next section we tried to create a general framework of the 

migration process. To attempt to clarify which are the countries for which it is important to 

keep their highly educated people and which are the countries for which it is important to 

attract the highly educated people from abroad. 

We collected the data from the Global Competitiveness Report for the period, 

2013-2014. The two indices of interest are “Country capacity to retain talent” and “Country 

capacity to attract talent”. They are included in the 7
th
 pillar “Labor market efficiency” and 

have the codes 7.08 and 7.09. In the previous report there was only one index “Brain Drain” 

with code 7.07. 

In the second part of the next section we developed a logistic regression model. 

Based on the above two indices we created a binary variable by taking into account the rank 

of the country of each of the two indices. The statistical tool used to perform the logistic re-

gression is SPSS. The countries included in the analysis are: Austria, Belgium, Bulgaria, 

Czech Republic, Denmark, Germany, Greece, Spain, France, Italy, Hungary, Netherlands, 

Poland, Portugal, Romania, Slovenia, Slovakia, Finland, Sweden, United Kingdom, Norway 

and Switzerland. 
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4. Empirical results 

 

The first step in our analysis is to create an image of the country ranking taking into 

account the “Country capacity to retain talent” and “Country capacity to attract talent”. 

According to the first index “Country capacity to retain talent” we have Finland on 

the second place (out of 148), followed by Switzerland (third place) and Norway (fifth place). 

On the opposite side we have Slovakia (130
th
 place), Romania (138

th
 place) and Bulgaria 

(142
nd

 place). 

If we take a look at the “Country capacity to attract talent” index we have top three 

countries as follows: Switzerland (first place), United Kingdom (fourth place) and Norway 

(11
th
 place). At the end of the ranking we have Greece (127

th
 place), Romania (132

nd
 place) 

and Bulgaria (144
th
 place). 

If we analyze these two indices in parallel we can conclude that we have almost the 

same ranking position for most of the countries. The exceptions are Greece and Finland – for 

these two countries the capacity to retain talent is higher than the capacity to attract talent. 

For Greece the difference is 41 places in the ranking and for Finland are 66 places in rank-

ing. 

For Belgium we have a difference of 20 places in ranking, the capacity to retain 

talent being higher than he capacity to attract talent. For Czech Republic and Portugal we 

have as well at least 20 places in ranking between the two indices, but for these countries 

we have the index “Country capacity to attract talent” higher than the index “Country capaci-

ty to retain talent”. For Czech Republic we have 22 places and for Portugal we have 23 plac-

es in ranking. 

 

Table 1. Country capacity to retain talent ranking & Country Capacity  

to attract talent ranking  

Country 
Country capacity to 

retain talent Rank 
Country 

Country capacity to 

attract talent Rank 

Finland 2 Switzerland 1 

Switzerland 3 United Kingdom 4 

Norway 5 Norway 11 

Germany 9 Netherlands 18 

Sweden 10 Germany 20 

United Kingdom 13 Sweden 25 

Netherlands 14 Austria 30 

Austria 23 France 44 

Belgium 26 Belgium 46 

Denmark 43 Denmark 52 

France 57 Finland 68 

Greece 86 Czech Republic 87 

Slovenia 107 Portugal 88 

Spain 108 Spain 102 

Czech Republic 109 Hungary 115 

Portugal 111 Slovakia 119 

Italy 117 Slovenia 120 

Poland 119 Poland 121 

Hungary 126 Italy 126 

Slovakia 130 Greece 127 

Romania 138 Romania 132 

Bulgaria 142 Bulgaria 144 

Source: Global Competitiveness Report for 2013-2014 

 



 

Quantitative Methods Inquires 

 
65 

In the next part we performed a correlation between all the indices included in our 

analysis. The “Country capacity to retain talent” index is strongly positively correlated with 

the indices “Life expectancy, years” (0.922), “Quality of overall infrastructure” (0.654) and 

“Quality of the educational system” (0.729). The index “Country capacity to attract talent” is 

positively correlated with “Quality of the educational system” (0.324). 

We have correlations between the rests of the indices as well. The index “Life ex-

pectancy, years” is strongly positively correlated with “Quality of the educational system” 

(0.781), the index “Quality of overall infrastructure” is positively correlated with “Quality of 

the educational system” (0.798).  

In the next part we developed a logistic regression model. The logistic regression 

model is used when the dependent variable is binary or qualitative and the independent 

variables are a mix of quantitative and qualitative variables. 

The general form of the Logit model is:  

ln ex
p

p













1
 (1) 

- p, represents the probability that the event y to occur: p(y = 1) 

- ODD = p/(1- p) it’s called “odds ratio” 

- ln(p/(1- p)) are logarithms of odds ratio or logit
5
 

In our analysis the dependent variable is “retain_attract2” variable which is ob-

tained from the following formula: 

- if retain_talent_rank-attract_talent_rank <= 7 then retain_attract2 = 0 

- if retain_talent_rank-attract_talent_rank > 7 then retain_attract2 = 1 

The value 0 for the new variable means “Attract” and value 1 means “Retain”. The 

dependent variables are “life_expectancy” and “quality_education”. Below we have our first 

output of this analysis – the “Classification Table”. 

 

Table 2. Classification Table  

Observed Predicted 

retain_attract2 Percentage Cor-

rect Attract Retain 

Step 0 retain_attract2 Attract 16 0 100.0 

Retain 6 0 .0 

Overall Percentage   72.7 

Source: Author’s work 

 

Assuming that every country included in our analysis is an “Attract” country we get 

72.7% classification accuracy. The model is also testing the hypothesis if the 6 of “Retain” 

and 16 of “Attract” countries are actually significant one from each other. If we have had the 

number of “Attract” equal with the number of “Retain” countries we would have an equal 

probability of being “Attract” and “Retain” countries. The next output tests that as a hypothe-

sis.  

We are rejecting the null hypothesis as we have the Sig.= 0.040 < 0.05, that there is an 

equal number of countries in each of the two groups. The odds ratio is calculated by dividing 

the number of “Retain” countries at the number of “Attract” countries. We have around 

62.5% (1-0.375) chance that a country will not be an “Attract” country. 
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Table 3. Variables in the Equation  

 B S.E. Wald df Sig. Exp(B) 

Step 0 Constant -.981 .479 4.198 1 .040 .375 

Source: Author’s work 

 

The last output from the first block is the “Variables not in the Equation”. We can 

notice that if we take each independent variable separately, they are not statistically signifi-

cant for this analysis, but if we take them together they are significant (Sig.= 0.045 < 0.05). 

 

Table 4. Variables not in the Equation  

 Score df Sig. 

Step 0 Variables life_expectancy 2.599 1 .107 

quality_education .006 1 .941 

Overall Statistics 6.199 2 .045 

Source: Author’s work 

 

The next output if from block 1 and it’s called “Omnibus tests of Model Coeffi-

cients”. This output shows us the Chi-square and the Sig. values and tells us if you have at 

least some predictive capacity in the regression equation. Due to the fact that all the values 

for Sig. are significant we can assume that the independent variables are good predictors. 

 

Table 5. Omnibus Tests of Model Coefficients 

 Chi-square df Sig. 

Step 1 Step 6.692 2 .035 

Block 6.692 2 .035 

Model 6.692 2 .035 

Source: Author’s work 

 

The output below shows us the predictive capacity of the model. This output is 

common to a lot of statistical analysis. We have the “-2 Log likelihood” which is similar to 

the “Chi-square”, the “Cox & Snell R Square” and the “Nagelkerke R Square” values. The 

difference between the last two indices is the range; the “Cox & Snell R Square” index has a 

maximum value of 0.75, while the “Nagelkerke R Square” index has a maximum value of 1, 

so the last index will always have a larger value compared to the second index. 

The most important index is the last one, being similar with the R Square from the 

linear regression (the calculation being different).  We have 38% of the variance of the de-

pendent variable is predicted by the independent variables. 

 

Table 6. Model Summary  

Step -2 Log likelihood 

Cox & Snell R 

Square 

Nagelkerke R 

Square 

1 19.090 .262 .380 

Source: Author’s work 

 

The “Hosmer and Lemeshow Test” gives us an idea of how good the model is. This 

time we want to have the Sig. value greater than 0.05, which is the case in our analysis 

(Sig.= 0.742) - so we can affirm that we have a good and significant model. 
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Table 7. Hosmer and Lemenshow Test  

Step Chi-square df Sig. 

1 5.143 8 .742 

Source: Author’s work 

 

Table 8. Contingency Table for Hosmer and Lemenshow Test 

 

retain_attract2 = Attract retain_attract2 = Retain 

Total Observed Expected Observed Expected 

Step 1 1 2 1.941 0 .059 2 

2 2 1.924 0 .076 2 

3 2 1.847 0 .153 2 

4 2 1.822 0 .178 2 

5 1 1.792 1 .208 2 

6 2 1.697 0 .303 2 

7 2 1.486 0 .514 2 

8 1 1.236 1 .764 2 

9 1 .955 1 1.045 2 

10 1 1.301 3 2.699 4 

Source: Author’s work 

 

The “Contingency Table for Hosmer and Lemenshow Test” output tells us how well 

the model is predicting certain outcomes. The main interest is for “Retain” – this will predict 

what country will be a “retain” or a “attract” one. If we look at the last step we have the ob-

served number of subject value equal to 3 and our model predicted about 2.7. The closer 

these two values are, the better the model is. 

In the “Classification table” we appreciate how good our model was in predicting 

the outcome. It is said that if the model is able to predict at least 65% of the categories it is a 

very good model.
6
 Our model was able to predict 81.8% of the categories. Almost 82% of 

the outcomes were correctly predicted by our model. We have a greater value than the one 

from the null hypothesis where we had 72.7% (Classification table).  

 

Table 9. Classification Table 

Observed Predicted 

retain_attract2 

Percentage Correct Attract Retain 

Step 1 retain_attract2 Attract 14 2 87.5 

Retain 2 4 66.7 

Overall Percentage   81.8 

Source: Author’s work 

 

In the last output of the analysis we have the values of the coefficients for the 

equation and the odds ratio Exp(B) as well. If the Exp(B) is greater than 1 the more likely the 

country is to be a “retain” country. For example if a country has a high quality of education 

value there are about 5.794 times more likely to be a “retain” country. 

 

Table 10. Variables in the Equation 

 B S.E. Wald df Sig. Exp(B) 

Step 1 life_expectancy -2.531 1.179 4.611 1 .032 .080 

quality_education 1.757 1.032 2.897 1 .089 5.794 

Constant .059 3.550 .000 1 .987 1.061 

Source: Author’s work 
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Our equation for this model is: 

 

log(p/(1-p)) = 0.059+1.757*quality_education-2.531*life_expectancy 

 

The coefficient (or parameter estimate) for the variable quality education is 1.757.  

This means that for a one-unit increase in “quality_education”, we expect a 1.757 increase 

in the log-odds of the dependent variable retain_attract2, holding all other independent 

variables constant. For every one-unit increase in “life_expectancy”, we expect a 2.531 de-

crease in the log-odds of “retain_attract2”, holding all other independent variables constant. 

The expected value of the log-odds of retain_attract2 when all of the predictor variables 

equal zero is 0.059. 

 

5. Conclusion 

 

Regarding the two indices “Country capacity to retain talent” and “Country capacity 

to attract talent” we have countries that are in the top of the ranking for both indices: Swit-

zerland, Norway; countries that are ranked differently for each of the two indices: Finland 

(66 places difference), Greece (41 places difference) and countries that are at the bottom of 

the ranking for both indices: Bulgaria, Romania, Poland. The last three countries mentioned 

will always suffer because of the loss of highly educated people. People from these countries 

will migrate most probably to the countries included in the first group presented above. 

The logistic regression conducted predicts a very accurate model, by using the two 

independent variables life expectancy and quality of education. These two variables explain 

around 38% of the variability of the model. The model is very sensitive to the increase of the 

quality of education index; this means that a small increase of this index will be highly ob-

served in the predicted model. 
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Appendix 

 

Correlations 

 

Brain Drain 

Indicator 

Country 

capacity to 

retain talent 

Country 

capacity to 

attract 

talent 

Life expectan-

cy, years 

Quality of over-

all infrastructure 

Quality of the 

educational 

system 

Brain Drain 

Indicator 

Pearson 

Correlation 
1 .945

**
 .158 .921

**
 .683

**
 .758

**
 

Sig. (2-tailed)  .000 .484 .000 .000 .000 

N 22 22 22 22 22 22 

Country capacity 

to retain talent 

Pearson 

Correlation 
.945

**
 1 .110 .922

**
 .654

**
 .729

**
 

Sig. (2-tailed) .000  .627 .000 .001 .000 

N 22 22 22 22 22 22 

Country capacity 

to attract talent 

Pearson 

Correlation 
.158 .110 1 .102 .264 .324 

Sig. (2-tailed) .484 .627  .653 .235 .141 

N 22 22 22 22 22 22 

Life expectancy, 

years 

Pearson 

Correlation 
.921

**
 .922

**
 .102 1 .607

**
 .781

**
 

Sig. (2-tailed) .000 .000 .653  .003 .000 

N 22 22 22 22 22 22 

Quality of over-

all infrastructure 

Pearson 

Correlation 
.683

**
 .654

**
 .264 .607

**
 1 .798

**
 

Sig. (2-tailed) .000 .001 .235 .003  .000 

N 22 22 22 22 22 22 

Quality of the 

educational 

system 

Pearson 

Correlation 
.758

**
 .729

**
 .324 .781

**
 .798

**
 1 

Sig. (2-tailed) .000 .000 .141 .000 .000  

N 22 22 22 22 22 22 

**. Correlation is significant at the 0.01 level (2-tailed). 
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Abstract 

The internet has become an important source of health related information and a number of 

studies have shown that the quality thereof is, at best, problematic. Nevertheless, there are very few 

studies investigating the Romanian medical cyberspace. The goal of this study was to assess the 

completeness and accuracy of information about the coeliac disease on the Romanian websites 

directed to the general population. We evaluated a sample of 100 websites selected from the 

Google's first search results pages. The coverage of the topic was extremely deficient (the mean 

completeness score was 3.8 on a scale of 10), especially on sensitive issues such as the causes, 

treatment, and complications of the coeliac disease. On the other hand, the accuracy of the 

information was relatively good (mean accuracy score 7.2 on a scale of 10). With one exception, 

we found no statistically significant differences between the quality scores of the websites by their 

general characteristics. 

 

Keywords: coeliac disease; gluten intolerance; consumer health; information quality; 

Internet 

 

 

Introduction 

 

The Internet has become a major source of health-related information available for 

most of the general population in the developed and developing countries (Eysenbach, 

2000; Boyer, 2010). The latest surveys conducted in North America and Europe have shown 

that a proportion of 50 to 80% of the population have searched health-related information 

on the Internet (Wang et al, 2012; Seybert, 2011). A Romanian public survey reported that 

96% of the Romanians were using the Internet to seek information and 15% of the respond-

ents were looking for health-related information during their online searches (IRES, 2011). 

The poor quality online health information is an emerging public health concern as it expos-

es the unaware consumers to notable health risks by delaying imperative interventions, ex-

perimenting with ineffective or dangerous treatments, followed by aggravating of the disease 

or death (Weaver et al, 2009; Eng & Gustafson, 1999).  
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Although nutrition and nutritional diseases are listed among the most searched for 

topics among people of all ages, (Wang et al, 2012; Ettel et al, 2012), and coeliac disease 

and gluten intolerance seem to draw the attention of a wide group of population and the 

mass-media, the quality of information about these conditions on the Romanian Internet is 

virtually unknown. 

The aim of the study was to answer the following research questions: 

1. What are the general characteristics of the Romanian coeliac disease websites? 

2. What is the quality of the information about coeliac disease, as far as 

completeness and accuracy are concerned? 

3. Are there any significant differences regarding the quality of the information 

about the coeliac disease between the websites with different general 

characteristics?  

 

2. Material and methods  

 

The study was designed as an observational cross-sectional study.  The sample in-

cluded the first 100 websites listed on the Google search engine's results pages. The search 

was conducted during March-April 2016 using “boala celiacă” (“coeliac disease”) as a query 

term. We limited the search to the Romanian websites by using the language specific search 

page (www.google.ro).   

We included only those sites that covered the topic under investigation in at least 

250 words in Romanian language and which were targeted to the general population. Spon-

sored links, discussion forums, video- or audio-only content, infected or unavailable sites 

and also sites that required registration were all excluded. When multiple pages or subdo-

mains belonging to the same top level domain were listed as separate links on the search 

engine's results page, we treated them as one website.  

We classified the websites by their general characteristics: type of ownership (pri-

vate individual, foundation/association, educational or research institution, public or private 

health service provider, commercial society), main purpose (educational, commercial, net-

working), genre (thematic, online newspaper or journal, corporate website, online store, 

blog or personal website, other) and medical paradigm (conventional, alternative, mixed).  

The definition of each website category and the description of the assessment procedure 

were included in an assessment form that was made available to the person performing the 

evaluation.  

The quality of the information about the coeliac disease was measured using two 

generally accepted quality criteria: completeness and accuracy. The content of each website 

was checked against a list of expected items that we developed from the evidence-based 

medical literature. This standard content list was also included in an assessment form along 

with comprehensive instructions for the evaluators. (The assessment forms are available up-

on request from the corresponding author.)  Each website was rated for completeness and 

accuracy. The raw scores were eventually converted to a relative completeness score (rCS) 

and a relative accuracy score (rAS) ranging from 0 to 10, to facilitate comparison within the 

sample. The website content grading procedure and quality score calculations are described 

in detail in a previous work (Nădăşan et al, 2011).  

We checked for statistical differences between the quality scores of the websites 

classified by their general characteristics with the nonparametric Kruskal-Wallis test. The 
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level of statistical significance was set at 0.05. All statistical analyses were carried out using 

GraphPad InStat Demo 3.06. 

 

Results 

 

Descriptive data about the general characteristics of the coeliac disease websites 

included in the studied sample are presented in table 1.  

 

Table 1. The general characteristics of the Romanian websites  

presenting information about the coeliac disease 

Characteristics Subcategories N (%) 

Ownership Individual 10 (10) 

Foundation, association 17 (17) 

Educational institution 2 (2) 

Health service provider 10 (10) 

Commercial society 31 (31) 

Unidentifiable 30 (30 

Purpose Educational 83 (83) 

Commercial 15 (15) 

Networking 2 (2) 

Genre Thematic 27 (27) 

Online newspaper, journal 12 (12) 

Corporate website 24 (24) 

Online store 9 (9) 

Blog, personal website 18 (18) 

Other genre 10 (10) 

Medical paradigm Conventional 33 (33) 

Alternative 7 (7) 

Mixed 20 (20) 

Unidentifiable 40 (40) 

 

The mean rCS for the whole sample was 3.8 points and the rAS was 7.2 points (on 

a scale ranging from 0 to 10). The mean rCS and rAS of the websites categorized by their 

general characteristics are shown in table 2. 

 

Table 2. Mean rCS and rAS of the Romanian websites presenting 

information about the celiac disease by subcategory  

Characteristic Subcategory 
Mean RCS 

(SD) 

Kruskal-

Wallis  H  

(p-value) 

Mean RAS 

(SD) 

Kruskal-

Wallis  H  

(p-value) 

Ownership 

Individual 3.9 (2.1) 

745  

(0.3402) 

7.9 (1.3) 

5.297 

(0.3807) 

Foundation, 

association 
3.8 (2.0) 7.6 (1.2) 

Educational 5.5 (0.7) 07.06.16 
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Characteristic Subcategory 
Mean RCS 

(SD) 

Kruskal-

Wallis  H  

(p-value) 

Mean RAS 

(SD) 

Kruskal-

Wallis  H  

(p-value) 

institution 

Health service 

provider 
3.4 (1.9) 7.0 (1.1) 

Commercial 

society 
3.7 (1.8) 7.3 (1.2) 

Unidentifiable 4.5 (2.0) 7.4 (1.0) 

Purpose 

Educational 3.9 (2.0) 

0.8542  

(0.6524) 

7.4 (1.1) 

0.9570 

(0.6197) 
Commercial 4.1 (2.0) 7.3 (1.1) 

Networking 5.0 (1.4) 7.0 (0.1) 

Genre 

Thematic 4.9 (1.9) 

5.269  

(0.0988) 

7.5 (1.1) 

2.178 

(0.8240) 

Online 

newspaper 
3.7 (1.8) 7.6 (0.9) 

Corporate 

website 
3.7 (1.6) 7.3 (1.1) 

Online store 3.5 (1.7) 7.5 (1.4) 

Blog, personal 

website 
3.8 (2.4) 7.5 (1.2) 

Other genre 3.2 (1.8) 7.0 (1.1) 

Medical 

paradigm 

Conventional 4.4 (1.9) 

9.384  

(0.0246) 

7.7 (0.9) 

3.896 

(0.2729) 

Alternative 5.4 (1.5) 6.8 (1.2) 

Mixed 3.7 (1.9) 7.3 (1.1) 

Unidentifiable 3.5 (1.9) 7.4 (1.2) 

 

The mean rCSs and mean rASs of information calculated separately for the main 

subsections of the coeliac disease are represented in figure 1. 

Figure 1. The mean relative completeness score and relative accuracy score  

of the information about coeliac disease on the Romanian websites by subsections 
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Discussions 

 

To the best of our knowledge, this is the first study to assess the quality of the coe-

liac disease-related information on the Romanian websites. 

Our findings show that most of the websites are owned by commercial entities and 

there is an obvious lack of involvement of the educational and research institutions. Consid-

ering that the coeliac disease represents an opportunity to merchandise gluten-free pack-

aged foods, the prominent online presence of commercial companies among the websites 

disseminating information about this nutritional disease seems a natural consequence since 

a web page is one of the most cost-efficient promotional solution. While one would expect 

that educational or research institutions would produce and publish higher quality infor-

mation, our study was not able to identify a significant difference between the quality of in-

formation related to coeliac disease available on the websites owned by commercial or non-

commercial entities.  

As far as the medical paradigm of the websites, the field seems to be about equally 

shared by those who embrace the conventional (33 websites) and the alternative or mixed 

approach (27 websites). The results of our assessment have shown a slightly higher mean 

completeness score for the alternative medicine websites but this observation needs to be 

taken with caution as the magnitude of the difference might be of rather statistical than 

practical significance. The explanation of the somewhat higher completeness scores ob-

served among the alternative medicine websites in this study might be related to the fact that 

the primary therapy for ceoliac disease at this time consists of a gluten-free diet, which is 

probably perceived, unwarrantedly, as an alternative method of treatment and so, this type 

of websites tend to provide more detailed information on the topic. However, it should be 

noticed that a previous more comprehensive research on the quality of health-related Ro-

manian websites have not reported such a superiority of the alternative medicine websites 

compared to the conventional medicine websites (Nădăşan, 2011).   

The main findings of our study show that overall, the completeness of the infor-

mation presented on the Romanian coeliac disease websites is extremely deficient (the mean 

rCS was 3.8 on a scale of 10) while the overall accuracy of the information is apparently 

good (the mean rAS was 7.2 on a scale of 10). A similar paper investigating the quality of 

information related to coeliac disease on English language websites reported that not more 

than 50% of the information provided at least half of the required information related to 

coeliac disease and 52% of the websites have reached a level of accuracy of 95% (McNally et 

al, 2012). The authors conclude that the lacking accuracy and transparency of the investi-

gated English language websites about coeliac disease makes them unreliable for both med-

ical professionals and general users. 

Besides the quality assessment conducted on each website as a whole, we assessed 

also the quality of the information by each separate chapter of the coeliac disease. These 

additional analyses revealed that there are sensitive sections, especially the information re-

garding the treatment and complications of coeliac disease (rCS was 2.8 and 2.6 respective-

ly) that are deficiently covered and thus represent a potential risk for the patients.  

It should be underlined that the completeness and accuracy scores used in this 

study must not be interpreted independently because the completeness score measures ex-

clusively the coverage of the topic while the accuracy score exclusively the correctness of the 

information without any reference to completeness. Therefore, websites with unacceptably 
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low coverage of the topic can receive a high or very high accuracy rating if the information 

they do provide, is free from errors. 

At a closer examination, we found that only three of the websites in the Romanian 

sample had both completeness and accuracy scores in the acceptable range (>7.5 to 10 

points). This observation might have practical implications since the probability of finding 

exhaustive and simultaneously correct information about the topic on a single website is 

extremely low. Thus, the likelihood of inexperienced users who do not spend sufficient time 

to cross-check the information on several websites, to be exposed to incomplete and/or in-

accurate information seems to be very high. 

The main limitation of the study is inherently related to the Internet research. Given 

the fluidity and volatility of the online content, the replication of the study seems virtually 

impossible. Using different search engines or query terms is likely to significantly alter the 

elements and hierarchy of the sample and thus an upward or downward shift in the quality 

scores as well.  

We attempted to minimize the subjectivity of the assessment by developing a de-

tailed description of the assessment methodology. However, the results of our evaluation 

might be affected by the subjective nature of certain aspects of the rating procedure.  

Although the scope of this study was limited to a narrow field of the Romanian 

medical cyberspace, the reported observations bring new knowledge to the general picture 

of the quality of health-related information on the Romanian Internet. 

 

Conclusions 

 

1. The coverage of the coeliac disease as a health topic on the Romanian websites 

was extremely deficient (mean completeness score 3.8 on a scale of 10). 

2. The extreme lack of information on sensitive issues such as the causes, treatment, 

and complications of the coeliac disease should be a real concern.  

3. The accuracy of the information about the coeliac disease on the Romanian 

websites was relatively good (mean accuracy score 7.2 on a scale of 10).  

4. With one, probably irrelevant exception, we found no statistically significant 

differences between the quality scores of the websites by their general characteristics.  
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Abstract 

When building a composite index, one might desire attributing different weights to factors whose 

influence it aggregates. Deciding on what weight to allocate to each factor may prove to be a 

difficult task if there is no possibility of finding an independent variable for the construct one tries to 

quantify. The present paper proposes a twist in using Principal Component Analysis as means for 

determining the weights of multiple factors based on which an index may be created. One 

example where finding an independent variable is not an option might be: developing an index for 

measuring sectoral specialization. Although over the years several instruments for measuring this 

construct have been developed, there is still no unanimous and universally accepted way of 

quantifying sectoral specialization and this paper designs a new index for measuring it by applying 

the weighting method advanced herein. 

 

Keywords: Weighting method; determining weights; composite index; PCA; no 

independent variable; sectoral specialization; Arts, entertainment and 

recreation 

 

 

1. Introduction 

 

The goal of the present paper is to advance an instrument that enables building 

composite heterogeneity indices that takes into account the compound weighted influence of 

multiple factors considered to be relevant for assessing a certain phenomena. Following a 

previous approach in building such an index (Sava, 2016), this paper proposes a weighting 

method for designing indices in the absence of an independent variable. For exemplification 

reasons, the paper will present this method’s functioning mechanism by developing a new 

sectoral specialization index (focusing on the local recreation industry). The paper will guide 

all the way from identifying the key factors whose influence will be taken into account in the 

index and determining the weight each factor should be attributed, to actually computing the 

index and discussing the output. 

Over the years, economists have developed numerous instruments for measuring 

sectoral specialization. Palan (2010) divides them into two categories: specialization indices 

and heterogeneity indices. The first category – specialization indices – measure a country’s 

absolute level of specialization, while the second – heterogeneity indices – measure the de-
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viation of a country’s industrial structure as compared to the average structure of a reference 

group of countries. Each of the two approaches presents both strengths and weaknesses. 

Specialization indices give as output measures that can be interpreted per se, thus 

allowing focused application (measuring specialization only for the item of interest) and en-

abling straight-forward analysis of time series. However, their greatest disadvantage is that 

in their computation the development of other structures is not taken into consideration. On 

the contrary, heterogeneity indices use as benchmark exactly the average economic structure 

of the elements considered in the analysis. The major downside of these indices is that em-

ploying biased samples can generate wrongful results. 

Acknowledging both advantages and disadvantages of the two categories of indi-

ces, and given the topic of interest for the present paper, the attention will be focused on the 

second category – heterogeneity indices. Examples of this type of indices are numerous: the 

Organization for Economic Co-operation and Development uses Hannah-Kay Index to high-

light the sectoral composition measured on 20 industrial aggregates (OECD, 2013). Europe-

an Central Bank quantifies sectoral specialization by means of Krugman Index that portrays 

the structure of a country’s economy as compared to the EU structure (ECB, 2004). National 

Bank of Slovakia uses, next to Krugman index, the Concentration Index that shows for a giv-

en country a specific industry’s contribution to the EU total and the Lilien Indicator that 

measures the speed of structural changes in employment (Čutková and Donoval, 2004). 

Other heterogeneity indices mentioned by Palan (2010) and used in practice are: 

the Index of Inequality in Productive Structure that is similar to Krugman index but which 

grants large deviations an increased weight, Relative Gini Index extensively used both in 

concentration and specialization analyses, or the Theil Index that represents in fact a varia-

tion of the Shannon Index which establishes the employment level of a country in relation to 

that of the countries considered as reference group. Ioncică et al. (2010) proposed an index 

that allows calculating the degree of specialization for services sectors. The index proposed 

by them, called Tertiary Specialization Index, takes into account the share of services in GDP, 

employment and exports. As built, it can be applied to determine how specialized is the 

whole tertiary sector of a country, or one of its key service industries. 

Among the aforementioned instruments, only the Tertiary Specialization Index is a 

composite index, but it does not imply assigning different weights to factors whose influence 

it aggregates. In this consisted also the main limitation of the prior variant of the specializa-

tion index that will be further presented (Sava, 2016), and for which purpose the weighting 

method that will be further presented was designed. 

 

2. Description of the weighting method used 

 

First and foremost, it is worth mentioning that the weights assigned through the 

method presented in this chapter are directly linked to the dataset used in the analysis, as is 

the computation of the heterogeneity index. Therefore, prior to explaining the weighting 

method, the coordinates of the index must be fixed. 

Because the matter at hand implies assigning weights to factors for creating a com-

posite index (therefore, not being able to rely on an independent variable to decide on fac-

tors’ relevance for the measured construct), the accuracy of the results provided by the index 

depends primarily on the choice of factors. These have to be relevant for the studied concept 

and objectively chosen. The optimal choice of the indicators to be aggregated in the index 
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implies that they can be measured on an ordinal scale, although it is not compulsory for this 

scale to have a fixed point of origin or an upper/lower limit. 

Usual indicators for measuring sectoral specialization are: the sector's contribution 

to GDP, the share of employment of the sector in total employment, the size of the industry, 

the degree of concentration of companies in the sector, the share of exports, the government 

spending allocated to the sector, the value of private investments in the sector, or the ex-

penditure for research and development activities in the sector. From this perspective, the 

index proposed herein will not deviate from the norm, as the following four factors were 

envisaged, each of them considered to have a positive influence on the degree of specializa-

tion or development of an economic sector: 

 Gross production of the sector as share of GDP (
𝐺𝑃𝑠

𝐺𝐷𝑃
); 

 Employment in the sector as share of total employment (
𝐸𝑠

𝐸
); 

 Sectoral government spending as share of total government spending (
𝐺𝑠

𝐺
); 

 Household expenditure for products/services provided within the sector as share 

of the average shopping basket (
𝐶𝑠

𝐶
). 

For exemplification reasons, the sector for which the sectoral specialization index 

proposed in this paper will be computed is one often neglected from similar studies – the 

Arts, entertainment and recreation sector. 

All coordinates being established, data collection stage follows. For the current ap-

plication, data was collected for 31 countries and for a timeframe of 11 years (starting from 

2004 and ending with 2014, the year of the last available data). Data processing for running 

the analysis involves the calculation of normalized values for each of the four indicators used 

by applying Formula 1 for the individual samples of 31 countries, by treating each year sep-

arately. 

 

𝑋𝑡
𝑛 =

𝑋𝑡 − min(𝑋𝑡)

max(𝑋𝑡) − min (𝑋𝑡)
 (1) 

where  𝑋𝑡
𝑛
 is the normalized value of the factor (

𝐺𝑃𝑠

𝐺𝐷𝑃
, 

𝐸𝑠

𝐸
, 

𝐺𝑠

𝐺
 or 

𝐶𝑠

𝐶
); 

𝑋𝑡 is the factor value at time t; 

min(𝑋𝑡) is the minimum value of the factor at time t within the sample; 

max(𝑋𝑡) is the maximum value of the factor at time t within the sample. 

 

Only at this stage, the actual method of determining weights may be applied. The 

method consists of running a Principal Component Analysis and restricting the number of 

components to be extracted to one. In order to grasp which approach towards defining the 

weights is better, the PCA was run in two different manners: 

 First approach: running the analysis on all data from all 11 years combined as 

to benefit from the robustness given by a large sample (SPSS output is presented in 

Table 1). In this case, the loads of each factor in the definition of the singular com-

ponent represent the weights assigned to the factors. 

 Second approach: grouping data by years and running the same analysis 11 

times, once for each year and then averaging the results, by use of arithmetic 

mean, for each factor (SPSS output is displayed in Table 2). In this case, the weights 

assigned to the factors are represented by the average of the results obtained for 

the 11 analyses. 
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Table 1. First approach: PCA Output run on aggregated normalized data 

Component Matrix
a
 

  

Component 

1 

GPs / GDP ,658 

Es / E ,800 

Gs / G ,370 

Cs / C ,753 

Extraction Method: Principal Component Analysis. 

a. 1 components extracted. 

Source: Author’s work 

 

Table 2. Second approach: PCA Output run on breakdown-by-year normalized data 

Component Matrix
a
 

 

Component 

Average 1 

Year 2014 2013 2012 2011 2010 2009 2008 2007 2006 2005 2004 

GPs/GDP ,771 ,727 ,772 ,773 ,757 ,700 ,672 ,475 ,593 ,592 ,692 ,684 

Es/E ,823 ,836 ,783 ,754 ,712 ,747 ,774 ,867 ,853 ,883 ,848 ,807 

Gs/G ,387 ,388 ,159 ,141 ,053 ,085 ,190 ,583 ,613 ,539 ,700 ,349 

Cs/C ,654 ,628 ,747 ,768 ,791 ,795 ,819 ,824 ,777 ,797 ,781 ,762 

Extraction Method: Principal Component Analysis. 

a. 1 components extracted. 

Source: Author’s work 

 

First observation is that all factors appear to be having a positive load in the defini-

tion of the component, therefore confirming the initial hypothesis – that each of them is con-

sidered to have a positive influence on the degree of specialization or development of the 

considered economic sector. 

Moreover, both approaches towards defining the weights display very similar re-

sults, thus arguing for the robustness of the analysis. The biggest difference is recorded in 

the weight assigned to the third factor (sectoral government spending as share of total 

government spending) where the second method of calculation has displayed a result by 6% 

lower than the first method, while assigning the first factor (gross production of the sector as 

share of GDP) a load with 4% higher. 

 

Table 3. Rescaling results as to obtain final weights 

  Weight prior to rescaling Weight after rescaling 

GPs / GDP ,684 ,263 

Es / E ,807 ,310 

Gs / G ,349 ,134 

Cs / C ,762 ,293 

Sum 2,602 1,000 

Source: Author’s work 

 

As the second method is considered more reliable (the input of elements in the sample is 

not multiplied artificially as each year is treated as a separate entity), the results obtained by 

the second approach will be used as weights in the calculation of the sectoral specialization 

index. Furthermore, in order to facilitate comprehension of the set of weights obtained, re-

sults were rescaled as to sum up to 1, and Table 3 shows the final set of weights used in 

computing the index. 
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3. Computation of the specialization index 

 

Once the weights are set, the sectoral specialization index proposed herein can be 

calculated as a weighted average of the four factors (Formula 2). It ought to be noted that 

the specialization index is computed using the raw data, as opposed to the Principal Compo-

nent Analysis that run on normalized data. 

 

𝑆𝑝 =
∑ 𝑥𝑖 × 𝑝𝑖

∑ 𝑝𝑖
 (2) 

where  𝑆𝑝 is the level of sectoral specialization; 

𝑥𝑖 is the raw value (prior to normalization) of the factor (
𝐺𝑃𝑠

𝐺𝐷𝑃
, 

𝐸𝑠

𝐸
, 

𝐺𝑠

𝐺
 or 

𝐶𝑠

𝐶
); 

𝑝𝑖 is the weight attributed to the factor (
𝐺𝑃𝑠

𝐺𝐷𝑃
, 

𝐸𝑠

𝐸
, 

𝐺𝑠

𝐺
 or 

𝐶𝑠

𝐶
). 

 

In order for the results to be comparable, the last step in the computation of the in-

dex is to normalization the output, again by addressing each year separately. Therefore, the 

index can take values between 0 and 1, where proximity to 0 implies lack of specialization 

and proximity to 1 means a very high specialization degree. 

 

Table 4. Sectoral specialization index computed for the Arts, entertainment and recreation 

 sector (period 2004-2014) 

 

Notes: 

1) The horizontal bars are proportional with the values obtained for the index as compared to the entire sample of 

31 countries taking into account the whole period of 11 years. 

2) Background shades of green mark the differences in the evolution of the index for each country: a darker shade 

corresponds to higher values, while a lighter shade corresponds to lower values. 

Source: Author’s work, computed based on data retrieved from Eurostat (n.d.), Knoema (n.d.a), Knoema (n.d.b), 

INSEE (n.d.), INSSE (n.d.), NSI (n.d.), Statistics Iceland (n.d.), Statistics Norway (n.d.) 
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The analysis allows for observing a country’s evolution across the years in terms of 

sectoral specialization. The trend can be regarded from two perspectives: evolution of scores 

or evolution in ranking. Tables 4 and 5 show the results obtained (scores and ranking) after 

computation of the sectoral specialization index, as defined herein. Both ways of looking at 

results present advantages in using them, but also require caution in interpreting the data.  

 

Table 5. Countries’ ranking considering the specialization index computed for the Arts,  

entertainment and recreation sector (period 2004-2014) 

 

Note: Background colors highlight the position in the ranking, in relation to the entire sample of 31 countries tak-

ing into account the whole period of 11 years. Green shades correspond to upper positions of the ranking, while 

red shades mark lower positions. 

Source: Author’s work, computed based on data from Table 4 

 

Each year, a country’s scores are calculated relative to the other countries’ individ-

ual performances; therefore a positive evolution of scores does not necessarily imply an in-

crease in specialization (it might be just due to a decrease in other countries’ performances). 

But, in the case where the competitive context remains broadly unchanged, such an ap-

proach offers a more contoured overview of the evolution. By focusing the attention on the 

ranking evolution, one might be tricked into thinking a country registers a striking increase in 

specialization, but if it is the case of outrunning countries with very close specialization lev-

els, then an increase of less than 1% may generate such an outcome. However, outranking a 
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long established country that consistently displayed a high degree of specialization may con-

stitute a notable performance and looking at the ranking can become a good indicative. 

 

 

Figure 1. Romanian Arts, entertainment and recreation sector’s specialization evolution  

(period 2004-2014) 

Source: Author’s work 

 

For illustration purposes, a zoom-in on the results is depicted in Figure 1, where is 

presented Romania’s evolution regarding the specialization of the Arts, entertainment and 

recreation sector. Both indicators’ evolution converges to the same overall conclusion – that 

over time Romania’s position has strengthened in European context by means of an increase 

in relative specialization. However, if one were to look only at the evolution of scores, the 

2011-2013 scores might be misleading, as although the score has dropped, Romania main-

tained its position in the ranking due to the concomitant decrease in other countries’ per-

formance. 

 

4. Concluding remarks 

 

Although initially designed as a method for reducing large sets of factors into a 

more manageable number of components, the Principal Component Analysis is used herein 

as means of reducing a rather small number of factors into just one single component with 

the aim of using the component loads as weights for developing a composite index. 

By following the steps described, this method may be applied to developing other 

indices (it is not bound to working only for specialization measurements). Furthermore, alt-

hough in the present paper the specialization index was used for quantifying local recreation 

specialization, its application may be generalized to other economic sectors. 

The main limitation of the study lies in the scarcity of data collected for the analysis. 

Although data was gathered generally from a single source (Eurostat), some additional fig-

ures were retrieved from other various online sources (data provided by national statistics 

institutes, online databases) and further data processing techniques as to obtain homogenei-

ty were then applied. Even though the time period considered in the analysis is quite extend-
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ed, there were several gaps in the data that had to be filled in by estimations. Moreover, 

sample size is rather small and all elements are concentrated in just one geographic region. 

Because it is a heterogeneity index (implying that a country’s results are obtained 

as a result of the structure of the reference group of countries), interpreting output ought to 

be carefully considered because both score evolution and ranking evolution can be mislead-

ing and may cause drawing biased conclusions. Therefore, competitive context should al-

ways be a concern in interpreting results. 
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