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Abstract: The COTS utilization in the software development is one of the nowadays software 
production characteristics. This paper proposes a generic model for evaluating a software 
reliability level. The model can be, also, used to evaluate any quality characteristics level. 
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1. Theoretical approach 
 

The model is developed using the complex system theory. The software system is 
made up of some modules, and each module reliability level is known. The model is very 
useful in case of using COTS.  

A complex software system was taken into consideration to build the model, and 
the following complex system structural properties have been taken into consideration: 

P1– the system is coherent if its functional structure is down up, and each element is 
important;  

P2 – an element i, i∈Φ, is less important if Φ(1i,x) = Φ(0i, x); ∀( i,x) 
P3– a system made up of m components, having the functional structure Φ  has the 

following property: 
 

 x1∧x2∧ ... ∧xm  ≤  Φ(x) ≤ x1∨x2∨... ∨xm ∈{0,1}. 
 

This means that the considered characteristic is bounded as follow: 
- down, if all the structural components are optimum; 
- upper, if at least one component is optimum; 
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P4 -  let us consider K = {1,2, …, m} 
 

K0(x) ) ={i, xi = 0} 
K1 (x) = {i, xi = 1}. 

 
A vector  X with Φ (x) = 1, having as correspondent  Ci (x) is called  path. 
P5 – a path is minim if for each y < x,  y(i) < x(i), i=1, 2, ..., m).  
In other words, a minim path is a minim succession of elements that assure, for 

example, the system reliability.  
It is taken into consideration the software system functional structure: 

 
S = Φ (x1, x2, ..., xm) 
 

and it is intended to establish a relationship R = h(p1, p2, ..., pm), among the levels of 
modules characteristics. 

Let us consider a system having  m components x1, x2, …, xm 

A  Boolean operator T is defined as follow: 
 

- ( ) ii xxT = , i = 1, 2, ...,m 

- ( ) ( ) ( ) ( ) mmmm xxxxxxxTxxxxTxxTxxxT ............,...,, 2121112121121 ∨∨⋅∨=⋅⋅⋅= −  

- ( ) ( ) ( ) ( ) mmm xxxxTxTxTxxxT ⋅⋅⋅=⋅=∨∨∨ ......... 212121  

 
The following algorithm is attached:  

STEP 1: The system is presented as graph, and its structure function is established: 
  Φ = D1∨ D2 ∨ ... ∨Dm , where: 
        D1 , D2 , ..., Dm  are minimum paths. 
 
STEP 2: Calculate Fi = D1 ∨ D2 ∨ ... ∨ D , 1 ≤ i ≤ m, eliminating fram D1, D2, ..., Di-1 
the elements common for the peers (D1, Di ), (D2,Di), ..., (Di-1, Di). 
 
STEP 3: Calculate T(Fi) şi Di ⋅T(Fi), 1 ≤ i < m 
 

STEP 4: Calculate ( )( )∑
=

⋅=
m

i
ii FTDR

1
 the quality characteristic indicator, where are 

attached ii px → , ii qx →  

As example we consider a software structure shown in Figure 1. 
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STEP 1: The structure function is shown below: 
 
Φ = ABDG∨ACEG∨ABFEG∨ACFDG 
 
STEP 2:  F1 = 0 
              F2 = D1 = ABDG, and are eliminated the common elements from (ABDG, 
ACEG), that means A and G. 
    F2 = BD 
     F3 = D1∨D2; the common elements from (D1, D3); (D2,D3) 
                    (ABDG, ABFEG); (ACEG, ABFEG), are eliminated, and the result is 

  F3 = D∨C 
 
  F4 = B∨E∨BE 
STEP 3: Calculate T(Fi): 

   ( ) 01 =FT  

 

   ( ) ( ) DBBBDTFT ⋅∨=⋅=2  

 

   ( ) ( ) CDCDTFT ⋅=∨=3  

   ( ) ( ) ( ) ( ) ( ) ( )EBBEBBETETBTBEEBTFT ×××=×=∨∨=4  

 
Calculate, further, Di⋅T(Fi)  
 

( ) ( ) ABDGDTDFTD ==×=× 1111 0  

 

A 

C B 

D 

G 

F 

Figure 1. The software strucure 

E 
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( ) ( ) ( )DBBACEGDBBDFTD ∨=∨×=× 222  

 

( ) ( ) ( )CDABFEGCDDFTD ⋅=∨×=× 333  

 

( ) ( )[ ]EBBEBACDFGFTD ⋅∨⋅=× 44  

 
STEP 4: Calculate the indicator of the considered characteristic, let us say the 
reliability.  
 

 

( ) ( ) ( )[ ]
( ) ( )EBBEbGFDCacDGFEBADBBGECAGDBA

i

m

i
i

qqqqqpppppqqpppppqqqpppppppp

EBBEBACDFGCDABFEGDBBACEGABDGFTDR

+++++=

=∨+⋅+∨+== ∑
=

)(:
1

 
This model is a theoretical base for a simulation model, in order to estimate the 

reliability of a software complex system. The indicator calculated at STEP 4 is an 
adimensional indicator of the system characteristic. It is an aggregated indicator obtained 
taken into consideration  the characteristics of the component modules. 

 

2. A simulation algorithm 
 

A simulation algorithm for evaluating the system chosen characteristic level it is 
presented below.  

STEP 1: Initialize the algorithm for generating the random numbers uniform 
distributed within the interval (0,1). 
STEP 2: Initialize the algorithm for generating the coefficients of the modules 

characteristics. The general characteristic i
GC  can be evaluated. 

STEP 3: Generate the level of the component modules characteristics (pi) comparing  
i
GC with αi., where  αi is given. 

STEP 4: Calculate the characteristic level of each module. 
 

3. Algorithm for calculating the structure function 
 

Let us consider the software system with m components. Its attached graph has k 
nodes. 

STEP 1: Build the connections matrix, C(k,k), attached to the graph.  
STEP 2: Add the unit matrix, I (k,k). to the connections matrix.  
STEP 3: Eliminate the first column and the last line from C. With the remaining lines 
and columns is built the determinant D, having the rank  k – 1. 
STEP 4: Developing the determinant, it is obtained the structure function. 

Let us consider the example from Figure 1, having attached the graph shown in 
Figure 2. 
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The graph subcomponents are A, B, ..., J, and its nodes are V1, V2, ..., V9.  
 
 

( )

000000000
00000000
00000000

00000000
00000000
00000000
00000000
0000000
00000000

9,9

I
H

G
F

E
D

CB
A

C =  

 
Calculate C(9, 9) + I(9, 9) 
 
The result is a matrix with 8 lines and 8 columns. The following determinant is 

attached to the above mentioned matrix.: 
 

I
H

G
F

E
D

CB
A

1000000
0100000

0010000
0001000
0000100
0000010
000001
0000000

 

 
Develop the determinant 

V1 V2 

A 

B 

C 

V4 

E 

V6 

G 

V8 

I 

V9 

H 
V7F V5 D V3 

J 

Figure 2. The system structure graph 
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= A × B × D × F × H + A × C × E × G × I 
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Further we propose an algorithm to evaluate the global quality, taken into  
consideration the characteristics quality. 
 

4. Algorithm for evaluating the global quality 
 

STEP 1: Calculate max...,,2,1, JjC j
G = , where: 

 j
GC - the global quality of the module j 

Jmax – the maximum number of iterations for calculating the CG  for a module, taking 
into consideration the simulated values for the coefficients  that appear in the module. 
 

STEP 2: Calculate 
max

1

max

J

C
C

J

j

j
G

i
g

∑
== , where i = 1, 2, ..., m. 

Assuming that the characteristic of the component modules is independent from 
stochastic point of view, these modules are: operational or non operational. 

The following algorithm is used to estimate the general indicator of the system: 
STEP 1: Define structure graph attached to the system. 
STEP 2: Define the function structure. 
STEP 3: i = 1 
STEP 4: l = 1 
STEP 5: k = 1 

STEP 6: Calculate k
GC    

STEP 7: k = k + 1; if  k < n, continue with STEP 6, else STEP 8. 

STEP 8: Calculate 
n

C
C

n

k

k
G

l
G

∑
== 1  

STEP 9: If l
l
GC α< , then l

G

l

C
c

α
= , and generate u ∈ (0, ½), 

 else 
l

l
GC

c
α

= , and generate u ∈ (1/2, 1).  

STEP 10: If u < c, then xl = 0, else xl = 1. 
STEP 11: l = l + 1; if l < m, then continue with STEP 5, else STEP 12. 
STEP 12: Calculate the status Si = Φ(x). 
STEP 13: i = i + 1; if i < n, then continue with STEP 4, else STEP 14. 

STEP 14: 
n

S
R

n

i
i∑

== 1  

 
The structured logical schema is presented in Figure 3. The variables have the 

significations presented in text. 
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The each module quality characteristic is supposed known. In the case the software 
is built with reusable components, already tested in use, the characteristic level is known. In 
other cases there are used methods as experts’ judgments, simulation etc.  

START 

Define structure 

Calculate 

 G, N, αi, i = 

i = 1

i > n 

e = 1

e > m k=1

k >n 

Generate weigths 

Calculate 
k
GC

( )( ) nkvC l
G /∑=

e
l
GC α<

( ) R
GCkV =  

k = k + 1

l
Ge CC /α=  e

l
GCC α/=  

U ∈ (0, U ∈ 

U< C xl = 0 xl = 1 

l = l + 

R = Σ Si / n 

STOP 

Si = Φ (x) 

I = i + 1 

N 
Y 

Y N 

Y 

N

Y

N

N 

Y

N Y

s = 1 

 
Figure 3. A Simulation Model 

 
In conclusion the proposed model is a generic one, that can be utilized to assess the 

reliability of a complex system made up of modules, and the modules reliabilities are known. 
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