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AN ECONOMETRIC APPROACH REGARDING  
ANTICRISIS MEASURES 

 
 

Eugen Stefan PECICAN1 
PhD, University Professor, University of Economics,  
Department of Statistics and Econometrics, Bucharest, Romania 
 
 
E-mail: eugenpecican@yahoo.com 
  
Abstract: It is the purpose of this article to discuss certain econometric elements with a view to 
perceive the economic crisis signals and especially to reduce recession effects and overcome 
such a stage of the economic cycle. Together, economic theory, including policy measures and 
econometric methods provide certain chances to hurry up the end of depression. Thus, a 
simultaneous equation model adopted to simulate policy targets can be recommended in view 
to obtain new elements for an impact analysis and also for prognosis of main economic 
indicators. 
 
Key words: economic cycle; depression;  industrial output index; reference rate; fiscal policy; 
monetary policy; economic model; control variable; leader variable; econometric model with 
simultaneous equations 

 
1. Introduction 
 

Certain significant indicators concerning Romanian economy and its evolution 
throughout the last years show positive trends until the second part of 2008. Afterwards the 
economic activity in many sectors stayed on a significant downward trend (fig.1.1. and 1.2.). 

 
Figure 1.1.  
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Figure 1.2.  
 

In what follows we refer to certain interesting variables specific to economic cycle 
analysis2. 

• BET  index, which registered  6586 points in 2005, 8050 points in 2006,  9825 
points in 2007, reached approximately 5000 points in 2008 Q3, 2900 points in 
2008 Q4, 2100 points in 2009 Q1; 

• a significant decline of turnover from approximately 2000 (lei mill.) in 2008 Q2 to 
1570 of 2008 Q3, 1000 of 2008 Q4 and 680 in 2009 Q1; 

• credit risk ratio, kept stationary around 3.5 - 4.5 until August 2008, began a monthly 
increase as follows: 5.29; 5.38;  5.8;  6.52  in the interval  Sept.- Dec., 2008,  
respectively 7.6 ; 8.42 in the interval  Jan. – Feb., 2009; 

• overdue and doubtful loans (net value), also placed at stationary levels (around 
0.25) along the time, began an increase in the final part of 2008 and the first part of 
2009 (from 0.35 in August 2008 to 0.63 in February 2009). 

 
Similarly it comes out that the past-due debts; 

• discount treasury certificates (nominal value- lei mill.), registered an accelerated 
increase (from 1769 in September, 2008 until 7480 in March, 2009); 

 
All these changes in the last succession of time periods, pointed out that an 

economic recession has been emerging. 
 
 

2. Economic reasons 
 

The economic crisis, a phase of the economic cycle, has its issue, according to the 
monetarist hypothesis, in the expansion of money supply and credit (Hartley-1198, 
Friedman-1963) but also in the overestimating of expectations regarding demand and 
unlimited profit, that generate supply surplus (Beveridge-1981). Politics and electoral cycle 
can also influence the electors’ expectations regarding income increases, thus generating 
some disturbances of market mechanism. 
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We can recognize certain reasons mentioned above if we take into account the 
preliminary period of the current crisis as follows: a large expanding of credit (however, such 
a phenomenon was slowing down in Romania due to NBR measures), a significant increase 
in profit rate especially on the real market, a macroeconomic government policy aiming to 
maintain optimistic expectations. The latter grew in importance in Romania on the 
background of Nov, 2008 elections, with negative consequences for the budget deficit, and 
at the same time due to quiet news about the possibility to appear an internal economic 
crisis. 

If we refer to forecasting signals of recession, interesting especially from with a view 
to avoid in advance similar situations, according to economic theory, there are certain 
conspicuous trends such as: a major increase in house and house-lot prices associated to a 
decrease in interest rates; an raise in people naivety regarding the permanence of big 
incomes together with the pleasure of taking certain risks and luxury temptations (Juglar, 
1862). 

In Romania house prices and house-lot prices have increased in certain areas of 
economic importance especially in 2007-2008 interval. Another emergency signal was given 
by NBR as a preventive measure, namely the increase in the reference rate on the basis of a 
limited growth of credits. Other main macroeconomic indicators (inflation, interest rate of 
credit institutions, exports, industrial output and, partially,  monthly average wage and 
exchange rate)  have continued their positive trends throughout 2006, 2007 and 2008 
(except for the last quarter of 2008), in spite of bad news about the economic crisis in the 
USA and many EU countries. 

The recession in progress is described in economic theory by decreases in main 
economic indicators as: industrial output index, capital market indicators, investment, 
income, etc. along two or three successive periods (“three months rule” or more successive 
quarters) and simultaneous increases in  unemployment,  interest rate etc. It is easy to 
establish such evolutions (trends) if we follow all these indicators for Romanian economy 
beginning with 2008, Q4 (fig.1.1, 1.2). 

An approach to crisis typology shows us an interesting opinion about the interval 
2008-2010 according to which it is considered a final interval of a decreasing phase of a 
Kondratiev cycle. Moreover, in economic theory it is mentioned that “no cycle is exactly the 
same as another cycle”. This is valid especially for the beginning of the recession in Romania 
as the graphical representation shows (fig.1.1, 1.2) and, as well, as signals from other 
sources (media channels) point out. 
Both sources suggest that the major deficiencies in Romanian economy have appeared due 
to a significant fall in the demand on external market with immediate consequences on 
national industrial output, together with the liquidity retreat by mother banks having visible 
effects on credit interest rate as well as on crediting conditions in Romanian money market. 

So, a crisis through contamination (somewhat natural in a globalized economy) 
overlapping a local structural crisis in the final phase, both marked by conducts specific to an 
election year. It can be said that misfortune hard to avoid appeared at the wrong time and in 
the wrong place. 

Although we cannot say that there is a time and a place for the emergence of 
economic recession, the overcoming of recession is easier in an economy relying on 
significant reserves, able to support a fiscal relaxation policy in a regular time (non election 
year) in which the government is less interested in populist measures. 
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Mitigating the effects of recession and its overcoming are done through anti cyclical 
policies consisting of:  

• public expenditure policy characterized by increasing this kind of expenditure in 
order to raise aggregate demand (socio-cultural investment, high social 
protection) and by stimulating production through fixed capital renewal; 

• monetary and credit policy reflected in the reduction of key interest rate, of 
commercial banks obligatory reserves, incentives aimed to encourage lending, all 
these with a view to stimulate investment, production revival, employment, 
consumption; 

• fiscal policy oriented towards reducing economic agents’ taxation and towards 
encouraging demand. 

Whatever the dilemma which economic theory is dealing with on the effectiveness 
of these policies, the important issue is the option for those measures which, considering the 
specificity of crisis evolution in a certain country, manage to reduce the disaster and hurry 
economic recovery. 

In 2009 Romania measures related to both public spending (investment in 
infrastructure, reinitiating the car park renewal facilities) as well as to monetary policy 
(cutting key interest rate, diminishing obligatory reserves, State guarantees for housing 
loans)have been put forward and partially applied. But less emphasis was placed on the tax 
relaxation. The effect of such measures can be topics of study for Econometrics. 

A summary of the above may be represented as an economic model. In a graphic 
expression, such a model looks like this: 
 

 
Figure 2.1. 
 

The economic model is represented by an ensemble of cause-effect relationships 
including a low number of exogenous variables, recognized as determinant for certain 
economic sectors, but also control variables corresponding to the kind of  economic policy 
preferred by government3. 
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GNP= f (Investment, Demand, Exports) 
Income (budget) =f (GNP, Fiscal policy, Debt ( external) ) 
Investments = f ( Interest r., Monetary  policy, Public expenditure policy) 
Employment= f ( GNP, Public expenditure policy ) 
Demand (aggregate)= f ( Employment, Public expenditure policy, Monetary   

policy, Fiscal policy,  Inflation ) 
Inflation = f (Money (narrow), Exchange rate, Fuel price, Demand ( aggreg.)) 
Interest r. = f (Reference r.,  GNP,  Monetary policy ) 
Exchange r. = f ( Inflation,  Investment (direct) ) 

 

3. Statistical and econometric reasons 
 

At least two aspects of recession can be considered suitable targets for econometric 
studies: (a) establishing leader variables whose evolutions can point out depression 
approaching, including the interval between the signal and the recession materialization; (b) 
selecting and promoting such processes (policy measures) in view to diminish effects and 
shorten duration of economic crisis. 

For the first target (a), we consider certain elements of economic theory but also 
practical aspects regarding recent Romanian economy evolution. We can consider house 
price index and investment index as leader variable. The economic situations (represented by 
industrial output index) in certain EU countries (especially external business partners) can 
also represent significant signal-variables for the Romanian government. 

The second target (b) is more important, and in view to analyze economic cycle, 
several macroeconomic models were created such as Samuelson’s accelerator, and as well 
Metzler’s, Hicks’ or Frisch’s. 

We consider suitable for the present situation, at least for Romanian economy, a 
simultaneous equations model in which control variables are predominant.  

There are same preliminary stages necessary to be solved out, in view to get our 
representation closer to reality by practical utilization. Thus the economic policy usually 
implies certain “new” variables (considered useful for diminishing crisis effects but for which 
there is no previous statistical data). For example new taxes or new government guarantees. 
Possible solutions: including expected values of some of the variables that describe similar 
situations in the past; choosing certain proxy variables with continuity along the entire 
interval in focus. 

Another problem is represented by qualitative characteristics. For example, in the 
case in which fiscal relaxation for economic agents and state-guarantees for a limited period 
are considered as being determinant. Possible solutions:  including adequate proxy 
variables, introduce binary variables, measuring on a numerical scale.  

The structural form of economic model: 
 

GNP t  = a 0  + a 1 INVEST 1−t  + a 2 DEMAND 1−t  + a 3 EXPORT t
(expected) + u 1  

INCOME t = b 0 + b 1 GNP t + b 2 FISC.POL. t  + b 3 DEBT.EXT. t  + u 2  

INVEST t = c 0 + c 1 INTEREST R. t  + c 2 PUBLIC EXPEND.POL. t  + u 3  

EMPLOYMENT t = d 0 +d 1 GNP t +d 2 PUBLIC EXPEND.POL. t  + u 4  

DEMAND t = e 0 +e 1 INFLATION t +e 2 EMPLOYMENT t +e 3 FISC.POL. t + 
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 +e 4 MONETARY POL. + u 5  

INFLATION t = f 0  +f 1 MONEY(narrow) t +f 2 EXCHANGE R. t +f 3 PRICE(oil) t + 

 +f 4 WAGE(adm.) 1−t +u 6  

INTEREST R. t = g 0 + g 1 REF.rate t +g 2 GNP 1−t +g 3 MONETARY POL. t +u 7  

EXCHANGE R. t = h 0 +h 1 INFLATION 1−t  + h 2 INVEST(direct) t + u 8  

 
The reduced form of such model would be a suitable representation intended to 

simulate economic policies in view to reduce and eliminate economic crisis effects. 
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Abstract: The article analysis the old credit risk evaluation models performance and highlights 
the failure of complex econometric models to predict recession. Furthermore, this article is 
intended to propose a software solution for implementing a general, orientative consumption 
credit risk evaluation scoring model based on semantic web. The use of semantic web enables 
us to discover the common features from analyzing the evaluation forms used by several 
banks. These characteristics are taken into account when designing the model.  
The application will have a web interface and the weights and the cut-off value will be 
represented with the help of nomograms. This software product is intended to offer clients 
guidance and to provide, with a certain amount of risk, the information related to the chances 
that client has for obtaining a credit. 
 
Key words: credit risk; nomogram; semantic interoperability; OWL; recession 
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Introduction 
 
The new economic conditions under which we activate prove that we pass through 

an authentic recession period that has represented, metaphorically speaking, an 
“earthquake” for the traditional evaluation instruments. The theory has proved its 
consistency with reality, emphasizing that when environmental conditions change, classical 
models may lose their efficiency and lead to important losses. 

The importance of the decision of granting credits has been confirmed by many 
specialists and business analysts as being one of the main sources of risk in the banking 
system. Therefore, it is recommended to create and implement efficient evaluation 
instruments that overcome the recession particularities and introduce an efficient manner of 
evaluating and granting credits with a minimized risk. 

After presenting the results of a practical study carried out by the authors in order 
to prove that classical statistical models that are used by the great majority of banks in the 
financial system are less efficient during recession, the paper proposes web semantics and 
document mining as a solution for identifying a set of common features required by different 
banks in order to build a general credit scoring model. Furthermore, some theoretical 
aspects related to the visual instruments called nomograms are introduced. The authors 
present some aspects related to the creation of a general orientative credit risk evaluation 
model that brings the advantage of a visual instrument and of taking into account all the 
details related to a particular customer. 

After building the nomogram – profile for a particular client and discussing his 
chances of being granted a credit, we emphasize the facilities offered by a visual decision 
tool. Finally, the authors summarize their main conclusions. 
 

Romanian credit risk evaluation models 
 

An evaluation of the indicators concerning credit institutions computed by the 
National Bank of Romania (BNR) brings to attention the fact that the percentage of defaulted 
credits as part of the total amount of existing credits at national level has clearly increased 
during the last quarter of 2008. If the percentage of “bad” credits was 0.24 in September 
2008 (at the end of the third quarter in 2008 when the effects of the economic crisis were 
not perceived yet), the percentage increased at 0.35 at the end of 2008. This increase of 
0.11 percentage points is a big increase if we take into account the relative stability of this 
indicator’s values during the previous 4 quarters (0.22, 0.21, 0.30 and 0.24). 

 
Table 1. The evolution of defaulted credits of credit institutions over 2008 

Indicators concerning credit 
institutions UM Dec/2007 Mar/2008 Jun/2008 Sep/2008 Dec/2008 

Defaulted credits/Total net 
value of granted credits  

% 0.22 0.21 0.30 0.24 0.35 

*) Indicators are computed based on the provisions data reported by credit institutions 
**) Indicators comprise only commercial banks and Creditcoop as foreign banks branches do not report their 

solvability. 
NB: Indicators refer to all the credit institutions in Romania, including commercial banks, foreign banks branches, 

Creditcoop.Starting from January 1, 2008, indicators are computed based on the financial reports FINREP and 
COREP of credit institutions. Source: National Bank of Romania (Banca Naţională a României) 
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These results confirm the general expectations that the repayment ability of credit 
customers would decrease during recession. This feature is one of the first indicators of the 
economic recession.  

Another observation is that the gross value of granted credits is still higher than the 
total value of deposits as the percentage of credits related to deposits is 122% (we can notice 
a small decrease in comparison to the third quarter of 2008: 124.71%) (Fugure 1). Many 
analysts talk about the need of increasing the amount of liquidities of every financial 
institution during the crisis.  
 

Figure 1.  The evolution of granted credits related to deposits over 2008 
Data Source: National Bank of Romania (Banca Nationala a Romaniei) 

 
Most of the Romanian financial institutions use very simple methods of computing 

the credit score by taking into account several features and using weights which are 
established by experts without making usage of statistical, mathematical or informatic 
instruments. Consequently, Romanian banks and credit institutions still prefer to use 
traditional statistical methods (models that are determined based on regressions) as they are 
less expensive and easy to build and to understand and their coefficients can be rapidly 
adapted by internal risk analysts to new changes in customers’ profiles identified in the 
annual credit reports.  

An experiment carried out by the authors proved that, although very easy to build, 
use and adjust, those tools may prove less efficient under crisis conditions. The experiment 
used two data sets that contain information concerning several features recorded for 62 
companies. The data source was represented by the financial statements available on 
Bucharest Stock Exchange or on the KTD Invest and the values reflect the status at the half of 
2008 (June 30, 2008) and at the end of the year (December 31, 2008). Same features are 
taken into account for both periods in order to allow a comparison between the two 
moments in time. The net income was assumed to estimate a company’s financial stability 
and ability to repay its loans.  
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The identification of the most significant characteristics is the first step in the 
process of creating a statistical credit scoring model (Piramuthu, 2006) as the different scores 
associated to variables in the credit scoring model are derived from the coefficients of the 
most representative variables estimated through regression. 

Different regression models were built through the usage of Eviews 6.0, by applying 
Ordinary Least Squares and the process was reiterated as several characteristics were 
repeatedly eliminated and introduced under different scenarios. Finally, the most significant 
regression model (Dardac, 2005) was obtained when choosing capital, total debts and turn 
over as independent variables and total debts as dependent variable. The regression model 
was applied for both data sets and the following results were obtained: 
 
Results for June 30, 2008 
NET_INCOME=6,335.501+0.000751*CAPITAL+0.051040*TURNOVER - 0.096196*TOTAL_DEBTS 
 (0.0000) (0.0157) (0.0010) 
Results for December 31, 2008 
NET_INCOME=418.9257+0.001783*CAPITAL-0.043378*TURNOVER -0.141287*TOTAL_DEBT 
 (0.0000) (0.0195) (0.0110) 

 
The fact that the p-values (probabilities that express the significance of the 

influence of selected variables over the dependent variable) are still quite high is determined 
by the inclusion of only three independent variables in the regression model. We are aware 
that there are other characteristics that influence the financial ability of paying the loan and 
that they may lead to a decrease of the p-values and an increase of the model’s efficiency. 

The most important conclusion that can be drawn by analyzing the results is that 
the relevancy of the selected variables decreases during the second half of the year. The 
capital remains the most significant feature for both data sets, while the p-value for turnover 
increases from 0.0157 to 0.0195 and the one for total debts increases from 0.0010 
(30.06.2008) to 0.0110 (31.12.2008). Therefore, factors tend to lose their significance and 
the model proves to be less efficient, leading to a need to redesign the credit scoring 
models. 
 

Semantic Web and customer features’ selection 
 

The novelty of the model that we propose is represented by the fact that we 
implement semantic web and document mining in order to analyze several banks’ client 
profile evaluation forms and to determine a set of common features that are taken into 
account. The determined features will represent the points for nomogram graphic that is 
used to calculate the scoring. In the end, we will obtain a general minimalistic and 
orientative model for clients. 

The semantic web is used to process the knowledge that is contained in the 
evaluation forms and also to facilitate the information integration and long time analysis. 
The semantic web is based on formal ontologies that structure data in order to represent 
messages across World Wide Web in a machine processable manner. The ontologies offer 
the possibility of representing knowledge in an easily interpreted language called OWL (Web 
Ontology Language). OWL also facilitates the implementation of a wide area of classes of 
semantic applications. The organization that is preoccupied with developing the semantic 
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web proposed the RDF meta language to implement and design semantic messages in an 
easily machine interpreted language (W3C). 

According to Anubhav Madan, the use of semantic web in business applications is 
very important because it offers semantic interoperability possibilities and improves document 
analysis and research. Business interoperability is one very important factor in assuring 
economic performance. Furthermore, semantic web is applied in knowledge management.  

Nowadays, high quality knowledge management is a key factor in assuring 
competitive advantage and risk reduction by efficiently exploiting the intellectual assets. Our 
article introduces the semantic web for knowledge management with impact in credit risk 
reduction in the actual economic context. Semantics are targeted to improve the traditional 
knowledge management models of the credit risk evaluation that on one hand were unable 
to predict the economic crisis and on the other hand proved their inefficiency in evaluating 
the risk. The consequences were very bad because many banks went bankrupt due to the 
clients’ impossibility of covering their debts. 

The model that we propose represents the starting point for a software application 
that will have two major components: a bank side component and a client side component 

The bank side component has banks as main beneficiaries. The application will be 
based on semantic web services and will be composed of the bellow enumerated modules: 

• a semantic web service that will implement semantic search for clients’ 
characteristics and ontology development tools for structuring information into 
machine processable messages 

•  a knowledge database that contains complex credit necessary information, 
clients’ detailed profiles obtained through semantic web search and document 
mining, and a set of structured rules that will be used by a expert system that will 
offer support in credit evaluation activity. 

•  an expert system that is designed to offer support for credit officers based on past 
decisions and a complex set of rules. 

• semantic web service description development tool 
The working scenario for the module will be the following: 

Step 1: each bank will expose service that has a specific web service description 
referring to the functions that access certain databases containing non confidential 
information and a complete list of clients that were granted credits 

Step 2: the semantic web service will provide tools for service discovery and 
semantic search for both lexical and semantic similarities. With the help of these tools the 
banks may collaborate in finding the common clients, their profile, and to validate the 
accuracy of the information the customer provided when applying for a certain amount of 
money.  

Step3: after all necessary information is provided, the expert system will determine 
a set of structured rules based on previous similar situations and past experiences. 

Step 4: in the end a client evaluation scoring model is implemented based on the 
rules determined. The result will be a percent that measures the client’s associated risk level.  

Step 5: judging by the determined percentage the credit officers will decide 
whether the bank will grant a credit for the analyzed client request and the level of warranty 
the client has to pay or guarantee with. 

However, this article will present a detailed analysis of the client side component 
while the bank’s module will be presented in our future articles. 
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Client semantic component 
 

The client semantic component is designed for clients that intend to apply for a 
credit and are willing to determine the chances they have to obtain the sum of money they 
need.  

This application proposes a general minimalistic and orientative credit scoring 
model based on the common features that banks are taking into account when designing 
the client’s profile. 

The application will have the following components: 
• a semantic web service that will perform semantic search and document 

analysis on the banks evaluation forms and ontologie building tools. 
• a business logic web service that will contain the general scoring model, 

based on the features discovered by the semantic web service (the model will 
be presented in “The usage of nomograms in determining a customer’s 
credit score”  subchapter) 

• a user web interface that will display required information in nomogram 
graphics, with the help of which the scoring series will be developed, and 
also client solicited information in a user friendly and easy to understand 
format  

Our model is based on analyzing the evaluation forms from three important 
Romanian banks: BRD, BCR and Piraeus Bank. For each bank taken into account we identify 
a set of general terms which represent the first level in the semantic network. Afterwards, we 
implemented the associated semantic models corresponding to each bank evaluation form.  

The words having similar meanings in a standard semantic network, are organized 
into groups or clusters called synsets. There are two kinds of relations represented by 
pointers: lexical and semantic. The lexical relations refer to the word forms, while the 

semantic relations refer to word meaning. This lexical model represents the support for 
automatic text, document analysis and management.  The type of semantic relationships 
established between terms in a semantic network are the following (grouped by parts of 

speech) : 
Nouns: hypernym: B is a hypernym of A if every A is a (kind of) B, hyponyms:  B  is a 
hyponym of A if every B is a (kind of) A, coordinate terms: B is a coordinate term of A if A 
and B share a hypernym, holonym: B is a holonym of A if A is a part of B, meronym: B is a 
meronym of A if B is a part of A 
Verbs: hypernym: verb Y is a hypernym of verb X if activity X is a (kind of) Y, troponym: verb 
Y is a troponym of verb X if activity Y is doing X in some manner, entailment: verb Y is 
entailed by X if by doing X you must be doing Y, coordinate terms: those verbs sharing a 
common hypernym 
Adjectives:  related nouns and participle of verb 
Adverbs:   root adjectives 

For each bank we develop the semantic network of the general term “Criterii de 
evaluare” (“Evaluation Criteria”) which represents the root of an arborescent structure. 
Words having similar meanings are grouped into synsets and correspond to the evaluation 
criteria in the client evaluation form. Between the synsets we can identify relations such as 
those mentioned above. However, there might be situations in which terms are expressed 
differently (for different banks) but have similar meanings.  
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In order to identify similarities between semantic networks, we take into account 
some parameters that are related to the type of relationships in the the semantic network 
(hypernyms, hyponyms, coordinate terms, holonyms, meronyms). For example, “Situatie 
locuinta”(Client’s home situation) (BRD),”Locuinta clientului” (Client’s Home) (BCR) and 
“Tipul locuintei”(Home type) (PIRAEUS) is a meronym of “Criterii de evaluare”(Evaluation 
criteria) and have similar meanings. We do this for all the elements of the semantic network. 
Furthermore, we can apply specific algorithms to determine the similarities such as (Frankel, 
2007):  

• Path Finder 
• Depth Finder 

- Wup: Shortest path by scaling sum of values between node and root 
- Lch: (Leacock and Chodrow) Shortest path by scaling the max path 

• Path: Inverse of the Shortest Path measures  
• Information Content Finder 

- Resnik: Max Distance b/w concepts of both words 
- Jcn (Jiang and Conrath): Inverses the difference between Sum and LCS 
- Lin: Scales LCS IC with the description 

• Gloss Finder 
- Lesk (Banerjee and Pederson) finds and scores overlaps between glosses 
-Vector creates a co-occurrence matrix with glosses in vectors 

• Hso (Hirst and St-Onge): Specifies Direction between Words 
The application based o semantic networks has to have a knowledge base that 

contains terms and semantic relationships as they are presented in DEX(Explicative 
Dictionary) for the Romanian language, or an WordNet database for English. 

Our pilot solution (the first stage for developing a complex client module) computes 
semantic models similarities based on LIN algorithm and with a database composed of 
around 1000 terms and definitions from DEX. 

 
A part of the semantic generated OWL Lite code can be seen below: 

<rdf:Description rdf:about="VenituriNete">  
<rdf:type><rdf:Description rdf:about="http://www.w3.org/2002/07/owl#Class"/></rdf:type> 
<rdfs:subClassOf><rdf:Description rdf:about=" CriteriiEval"/> 
</rdfs:subClassOf><owl:unionOf rdf:parseType="Collection"> 
<rdf:Description rdf:about=" VenitNesalarNetLunar"/> 
<rdf:Description rdf:about=" VenituriDinDobLaDep"/> 
<rdf:Description rdf:about=" VenitDinDreptDeAutor"/> 
<rdf:Description rdf:about=" VenituriSocialeLunare"/> 
<rdf:Description rdf:about=" SalariuNetLunar"/> 
<rdf:Description rdf:about=" ChiriiIncasateLunar"/> 
<rdf:Description rdf:about=" SalariuNetLunar"/> 
<rdf:Description rdf:about=" PensiiIncasateLunar"/> 
<rdf:Description rdf:about=" ChiriiIncasateLunar"/>  
</owl:unionOf></rdf:Description> 
 

The formula used for computing semantic similarities based on Lin algorithm 

is the following:  
log ( ( , ))( , )

log ( ( , ))
P common A Bsim A B
P description A B

=  

 



  
Recession Prediction Modeling 

 

 
139 

Nomograms – Basic concepts 
 

The nomogram is a statistic tool for concepts and complex data set visual 
representation. This type of graphic is also known as Kiviat diagram, radar diagram or 
spider. The great advantage brought by this type of graphic is that of offering a clear 
representation of the client scoring process with an emphasis on the elements with a higher 
risk. (Ivan, 2007) 

If we consider a Pi client that is part of a set of n persons { P1, P2,…, Pn } and we 
also create the set of scoring features made up of m features { C1, C2, ..., Cm } for risk 
analysis  represented by the client when granting him a credit. 

After specific credit scoring computations, for each feature scoring indicators are 
being determined { I1, I2, ..., Im }. 

The scoring indicators representation by using a nomogram for a certain client (Pi) 
is developed by following the bellow presented steps: 

− the base circle is being drawn; 
− the circle is divided into m-1 sectors, each radius representing a certain feature 
− for each characteristic Cj, j=1..m a corresponding indicator is defined and 

calculated Ij, j=1..m. The values are normalized into the [0,1] interval . The 0 value 
corresponds to the circle’s centre and 1 value is represented on the circle’s 
circumference  

− each indicator Ij for Cj  characteristic is afterwards set on the circle radius.  
− the points represented on the radiuses are connected and a specific client’s scoring 

characteristics associated polygon is obtained 
In order to simplify the representation, the number of the scoring characteristics 

that are taken into consideration is m=6, and the selected characteristics are  { C1, C2, C3, 
C4, C5, C6 }. The associated weights for each characteristic are calculated and we consider 
that each characteristic has the same level of importance. A circle is drawn and the radiuses 
corresponding to each identified scoring characteristic. After following these steps six equal 
circle sectors are obtained (the angle for each sector has sixty degrees). 
 

 
Figure 2. The base circle for a nomogram 
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Each Ij indicator is represented as a point on the radiuses and finally the points are 
connected and the client’s characteristics’ polygon inside of the circle is obtained. 
Consequently, the nomogram is obtained. 

 
Figure 3. Client specific nomogram 

 
The nomogram is developed so that to cover the general number of scoring 

characteristics, n. The formula that is used to determine the circle sector’s angle is presented 

below:           
n

teta
D360

=      where: 

 teta =circle sector angle; 
 n = scoring characteristics angle. 
 

The n-regular polygon’s points inscribed in the base circle is determined by using 
the following formulas:    

     
where, 

Xi = i point’s abscise  i=1..n; 
   Yi = i point’s ordinate , cu i=1..n; 
   Xcentru= circle’s centre point abscise; 
   Ycentru= circle’s centre point ordinate; 
   R = base circle radius. 
 

The usage of nomograms in determining a customer’s credit score 
 

After determining the common characteristics of the credit scoring applications, we 
obtained the results presented in Table 2. Consequently, we followed several steps in order 
to represent a particular customer’s answers as points on a nomogram. As the goal of the 
process is to determine the client’s risk degree based on the obtained scoring model, 
aggregated nomograms are used.  

( ) centrui XRtetaX +∗∗=  i cos 
( ) centrui YRtetaY +∗∗=  isin  
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The representation of the aggregated nomogram is obtained by overlaying the 
client’s scoring images and the bank’s scoring requirements for the characteristics that are 
taken into account.  
Table 2. The characteristics of the credit scoring model 

FEATURE OPTIONS PTS Normed 
indicators 

Bank 
etalon  
 

20 – 50 years (men) or 20-45 years 
(women) 

6 1 (6/6) 

50 – 60 years (men) or 46-55 years 
(women) 

4 0.66 (4/6) C1 = AGE 

Over 60 years (men) or over 55 years 
(women) 

2 0.33 (2/6) 

 
 
  0.66 
 

The person owns the place 8 1 
The person rents the place 4 0.5 C2=RESIDENCE TYPE 
The person doesn’t have a house  2 0.25 

 
0.5 
 

Retired 1 0.08 
Less than 1 year 3 0.25 
Between 1 and 2 years 6 0.5 
Between 2 and 5 years 9 0.75 

C3=YEARS AT CURRENT 
WORKPLACE 

More than 5 years 12 1 

 
 
0.5 
 

Married and both of them have a job 6 1 
Married, but only one of them has a job 4 0.66 C4=FAMILY MEMBERS 
Single 2 0.33 

 
 
0.66 

Less than 2 12 1 
Exactly 2 9 0.75 
3-4 6 0.5 

C5=NUMBER OF 
PERSONS TO FEED 

5 or more 3 0.25 

 
 
0.5 

Less than 500 RON 1 0.11 
500-1000 RON 3 0.33 
1000-2500 RON 6 0.66 

C6=NET INCOME 

More than 2500 RON 9 1 

 
0.66 
 

Less than 10% of his net income 12 1 
10-20% of his net income 9 0.75 
20-30% of his net income 6 0.5 

C7=INDEBT DEGREE 

More than 30% of his net income 3 0.25 

 
 
0.5 
 

 
Figure 4 presents the aggregated nomogram for the number of characteristics m=6 

and the characteristics C1, C2 ,.., C6.  The client’s characteristics’ polygon is blue shaded, and 
the banks’ polygon is green shaded. By overlaying the two polygons we can highlight the 
positive and negative differences between client’s self calculated scoring model and the one 
banks use.  

 
Figure 4. Aggregated nomogram 
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where,             

 
In order to decide whether the analyzed client respects the imposed scoring 

legislation imposed by the etalon bank’s scoring. The bank defines a quality evaluation 
indicator IC which is determined by dividing the positive and negative differences that were 
calculated according to the above presented model of the aggregated nomogram. 
The following formula is used: 

poz

neg

S
S

IC =
 

where,  
IC =  analyzed client’s scoring evaluation indicator; 
Sneg = negative diferences surface area  ; 
Spoz = positive diferences surface area  ; 

 
The indicator can be interpreted as it follows: a value equal to 1 indicates a good 

scoring level (we can state that the client approaches the cut-off value), a value above 1 
indicates a bad performance and might lead to the rejection of the customer’s loan 
application, while a value below one indicates a very good performance and the fact that the 
client is a credible one and can be granted a loan. 

For example, let’s analyze the case of customer A that is 30 years old and lives in a 
rented apartment, has been working in the same workplace for less than one year and he is 
married to another employed person. The customer doesn’t have other children and his net 
income is of 2,700 RON. His indebt degree is between 20-30%. Consequently, customer’s A 
normalized values of the characteristics (as established in Table 2) are the following ones 
and his nomogram is pictured in Figure 5. 

 
C1 = 1, C2 = 0.5, C3 = 0.25, C4=1, C5=1, C6=1, C7=0.5 
 
It has to be mentioned that the blue line in Figure 5 represents the client’s 

nomogram and the green area represents the characteristics for which the client outperforms 
the bank’s requirement’s. the red area represents the risk area and it is determined by 
customer’s A low performance for the third characteristic. 

 
Figure 5.  Customer’s A nomogram 

 
Sneg negative diferences surface area  

Spoz positive diferences surface area   
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On the other hand, customer B is 52 years old and he lives in his own apartment. 
He works in the same place for 20 years and he is married, but has a retired wife. He has 
two children and his net income is of 5,000 RON, while his indebt degree is less than 10%. 
Therefore, customer’s B characteristics are: 

 
C1=0.66  ; C2=1; C3=1; C4=0.66; C5=0.75; C6=1; C7=1 

 
Figure 6. Customer’s B nomogram 
 

Conclusions 
During economic crisis, the behavior of the credit institutions is different than in a 

steady or economic growth period. Statistics presented by The National Bank of Romania 
reveal an increased restrictiveness of credit conditions during the last quarter of 2008. After 
a short analysis of some general indicators concerning the national status of credit 
institutions, the authors present the results of a study which proves that, in the case of 
regression models, coefficients are less significant (higher p-values) during recession (the 
second half of 2008) when compared with the first half of the year when the economic crisis 
impact was not perceived in Romania. Therefore, a conclusion is drawn that under economic 
crisis conditions companies tend to have an abnormal behavior which leads to the necessity 
of redesigning classical credit scoring models. 

The authors propose semantic networks and document mining as a solution for 
determining common features that can be included in a general, orientative credit scoring 
model. Finally, some basic aspects related to nomograms are introduced as they can be used 
as a visual tool for building a credit scoring models. The utility of a user-friendly credit 
scoring model is proved by taking some particular examples of loan applicants and drawing 
and discussing their nomograms. 
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Abstract: In Nigeria today, there is the growing concern for food security, with particular 
focus on rice being a staple food.  If effective policies must be made to impact rice production, 
it is important to appreciate the phenomena underlying the consumption in the first place.  
This study, therefore, examines the rice consumers in a rice producing region in Ekiti State 
Nigeria vis-à-vis the interrelated factors influencing consumption. Five hundred (500) 
respondents were randomly selected and interviewed in Eighteen (18) of the sixty nine (69) 
residential quarters that constitute the six (6) Local Government Areas (LGAs) which represent 
the study region.  The study employed the Pearson’s Correlation test of the consumers 
variables. Findings discovered strong relationship between; (i) Sex of consumers, (ii) their level 
of education, (iii) income, (iv) household size, (v) the source of the local rice consumed, (vi) 
availability of the rice, (vii) how regularly if is consumed, (viii) the quality, (ix) price, and (x) the 
need to strengthen production at source.   Suggestions for policy measures were offered based 
on research findings. 
 
Key words: Rice; Rice consumers; region; Ekiti State; Nigeria 
 
1. Introduction 

 
Food security is a sensitive problem affecting many nations, especially the 

Developing Countries (DC) due to their ever increasing population (Ajake, 2003).  The 
situation is indifferent in Nigeria; the most populous country in Africa, having over 130 
million people (Doney 2005).  Government target for now is ensuring adequacy of food in 
quantity and quality to meet the nutritional needs of the teaming population.  However, only 
regionally coordinated agricultural and food security policies may offer good approaches in 
this regard, as considerable additional public and private investment would be necessary to 
accelerate the pace of agricultural growth (Otzen, 2002). 

Of all the food items, rice is the most widely consumed.  It is a staple diet in Japan 
and the principal crop in India.  It is equally the mainstay of the economy of Thailand and 
Vietnam (Encarta, 2004).  Rice is a staple crop throughout West Africa, especially in Cote 
d’Ivoire, the Gambia, Guinea, Guinea Bissau, Liberia, Burkina Faso, Senegal and Sierra 
Leone (NISER, 2002).  Rice is cultivated in virtually all the agro-ecological zones in Nigeria 
(Akande 2001).  Since the mid-1970s, rice consumption in the country has risen 
tremendously (10.3% and above per annum) as a result of accelerating population growth 
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rate (+2.8% per annum) and increasing per capital consumption (+7.3% per annum) due to 
changing consumer preference (Akpokoje et al.2001). 

The average Nigerian consumes 21 Kilograms of rice per year (WARDA, 2002). 
Unfortunately, the increase in demand in recent times has not be accompanied with 
corresponding rise in production in Nigeria.  The core problems of production include:  wide 
spread poverty, “dominance of the nation’s agriculture by small holders” (Daramola, 2004), 
the use of relatively primitive tools for farm operations (Fakorede, 2001), lack of exposure to 
improved agricultural technology (improved seeds, fertilizers, pesticides etc) and farm 
mechanization aids by government. Highlighting the comments of Osinami (Head of the 
Africa Rice Centre in Nigeria), Nigeria produces two million tones and consumes about five 
million tones annually, thus, expends  $800 million yearly on importing the deficit of about 
three million tones (Awe, 2006). 

Nigeria still ranks third with Iraq (after Philippines and China) in the group of major 
rice importing countries in the world (Awe,2006). Reasons for the increase in Rice 
consumption in the country are numerous.  They include:  rapid urbanization, ease of 
preparation that fits easily into urban lifestyle of workers, and its general availability among 
food vendors and restaurants located in work places, especially urban areas (NISER, 2002).  
Nigerians prefer the local rice because of its taste and sometimes even its smell; good 
processing may make it compete favourably with imported rice (Longtau, 2000).  Ekiti state is 
one of the country’s sub-regions where rice is prominent.  Over the years, its production has 
also expanded as a result of vast increase in land area put under cultivation.  However, this 
was still considered insufficient to match their consumption increase as rice import makes up 
the shortfall (NISER, 2002). 
 

2. The Rationale for Targeting the Study Region 
 

Regional planning problem emerges from multi-dimensional issues.  Regional 
needs, resource distribution, social priorities and taste, form the essentials of an overall 
framework for its analysis for effective planning.  Hall (1994) observes that throughout the 
period of 1945 to 1980, planning policy at the regional level in Great Britain was targeted at 
the less prosperous regions of the North Scotland and Wales for the creation of factory jobs, 
unlike the more prosperous regions of the South and Midlands which were already 
commercial centres and seats of expanding service industries.  Right from the 1960s, the 
growth of urban population has been accompanied by high levels of concentration of urban 
dwellers in a few large cities (Whang, 1988), majority of who are the absolute poor.  This 
situation prompted the Korean government to target its cities for anti-poverty programmes in 
the 1980s.  In 1983, the District Focus for Rural Development (DFRD) was initiated in Kenya, 
targeting  the rural districts for allocation of resources that will enhance utilization of local 
resources, thus increasing employment opportunities (Schall, 2000). 

In the South-Western part of Nigeria, Ekiti State remains one of the least developed 
economically,.  About 87.0 percent of the State population are farmers, of which “70.0 
percent are actively engaged in rice production” (NISER, 2002).  Igbemo – Ekiti, in the region 
of study has national reputation for producing rice.  Out of the major rice producing towns 
(Ikole, Ijero and Igbemo) in Ekiti, Igbemo controls a relatively large market area and enjoys 
the easiest accessibility to the State capital where it attracts high patronage.  Other 
communities in the region have direct linkage with the town through trading and 
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consumption of its rice. Many rice processing and marketing activities complement rice 
farming to transform this centre to an agropole.  It thus, presents the build-up of a system 
involving links between processes of activities on rice production and form of human 
communities in a regional setting.  Targeting, therefore, appears a relevant approach in this 
study as it relies on specific criteria to identify the targeted location. The major utility of 
targeting is that, it assists in identifying the existence of large differences in the physical and 
living conditions between geographic areas (Okoko, 2004). 

A major constraint in realizing the goals of targeting is determining the target 
group.  Such indicators as location of residence of rice consumers, source of local rice 
consumed, distance to the source and major rice shopping centres can be used in 
delineating the targeted region. Another problem is how to select the local rice consumer 
and Igbemo catchment area for targeting. In this regard, the Access Opportunity (AO) model 
was employed.  It assists in assessing the location of Igbemo in relation to the region of 
influence in terms of patronage.  Accessibility in this case is estimated using the formular: 

b
ij

j

t
S

=iA0  (1) 

where A0i = access opportunity index, S = size of item required at centre (j), t = time taken 
to travel from residence ‘i’ to  acquire item at centre ‘j’ and b = exponent describing  
distance-decay effect (Smith 1977, Morenikeji, 2006). 

The sixteen (16) LGAs that constitute Ekiti State are involved in the estimate.  
Undoubtedly, their locations from Igbemo vary with distance which is a determinant of their 
A0.  The higher the A0, the higher the access level of a particular LGA.  The mean A0 for the 
entire region, therefore, is obtained by multiplying  each LGA’s A0 by its population, 
summing the values and dividing with total population thus: 

∑
∑=

j

iji
i N

xNA
A

0
 (2) 

The higher the value of Aj, the better.  The number of LGAs that fall below the 
mean A0 value, however, represent the sub-regions of the state that are of less interaction in 
terms of access opportunity to the local rice. 

It is possible to determine major areas of influence of the local rice using this 
model. But the usual constraint is determining the application to spatial dimensions.  
Whether it is better applied to the city or at regional level remains a crucial question. What is 
important, however, is the clear specification of the variables at any given level that reflects 
the function of a service centre. 

 

3. Materials and Methods 
 

Research Locale: The targeted region comprises of six (6) LGAs in Ekiti State.  
These are: Ado, Irepodun/Ifelodun, Ido/Osi, Gboyin, Oye and Ikole LGAs.  The region lies 
on the rain-fed upland environment in the South-Western Nigeria. The region locates in the 
North-eastern part of Ekiti State where it shares boundaries with Ilejemeje and Moba LGAs 
as well as  Kwara in the North; Ekiti East LGA, Kogi and Ondo State in the East; Emure, Ise-
Orun, Ikere and Ekiti-South West in the South, and Ekiti –West and Ijero in the West (Fig. 1). 
Out of the total sixteen (16) LGAs, the study region which comprises only six (6) LGAs, 
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accommodates about 44.2% of the state population.  The six LGAs surround Igbemo with the 
potential for strong inter-connections and well-established ties on rice business. 
 

 
Figure 1. Igbemo and the Region of Study in Ekiti State 
Source: Author’s Finding, 2007 

 
Database Description: In this study, a random selection of 500 respondents was 

undertaken in eighteen (18) residential quarters which are coterminous with the 
independent National Electoral Commission (INEC) political wards in the region. The sample 
(500 respondents) was disaggregated into the 18 wards according to the number of 
buildings which were used as proxy population for consumers’ population in each ward. 
Thereafter, samples were randomly chosen from the wards which represent well-defined 
Data Delineation Areas (DDA). In a targeted house, only one household was interviewed, 
and the respondent was the household head of age 18 and above. A structured 
questionnaire was prepared and administered on the household heads (respondents). 

About 418 out of the 500 respondents (representing 83.6%) in the study region 
consume the local rice. Subsequent analysis focused on this group being the targeted 
population. The variables that were employed in the correlation analysis are: sex of the 
consumer (SEX), the level of education (EDU), the household, size (HOLD), the level of 
income (INCOME), and the source of local rice consumed (SOURCE).  Others include; the 
level of availability of the rice (AVAIL), how regularly it is consumed (REGULAR), the quality 
(QUALITY), the price (PRICE), and the need to strengthen production at source (NEEDS). 
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These variables have been selected because of their likelihood to impact rice consumption 
with distance from the production centre (Igbemo). 
 

4. Discussions of Empirical Findings 
 

It is possible to determine the characteristics and behaviours of the consumers 
through field observation. Another option, though less reliable, is to present only the 
opinions of this group on rice consumption.  The logic in the cross-tabulation of the specific 
variables is that, the willingness of the consumer to opt for rice is determined by certain 
socio-economic factors (sex, income, quality, household size, price etc) which satisfy the 
quantity and quality needs in consumption. 

Table 1 (see Appendix 1) reveals that level of education of the rice consumer (EDU) 
has significant relationship with his sex (SEX).  The reality in the region is that, more females 
(59.8%) seek the rice than males (40.2%).  These consumers are fairly educated with 64.1% 
having secondary education and above, of which 74.1% are under age 45.   The flair for the 
local rice by the females, however, is symptomic of their relatively low income, occasioned by 
low education.  Generally, they occupy lower-paid and lower-status jobs than men; their 
unemployment rates are higher than men’s and are far more involved in the ‘informal 
sector’ occupations like street vending and market work (Ashford, 2001). 

Coincidentally, income of the consumers (INCOME), is associating with EDU. No 
doubt, majority (78.2%) are literates, but quite a significant proportion (70.9%) earn below 
N80,000 ($640.0) annually. This is suggestive of the prevalence of poverty and preference 
for the local source which the low income can sustain.  In Ekiti, agriculture predominates the 
occupational structure of the population (72.6%), followed by trading (12.2%); 
artisans/professionals (7.4%) and the civil servants (5.6%). Only have educational 
qualification (National Certificate in Education and above) that can attract high income. As 
expected in this region, most women, who are major consumers of the rice, are less 
educated than man – a situation that perpetuates their early entry into motherhood, low 
education and a continued circle of poverty. 

Availability of the rice (AVAIL), is of significant relationship with SEX, EDU and source 
of the local rice (SOURCE).  Field survey shows that most consumers (56.0%) consider the 
rice to be fairly available.  Logically, increase in the proportion of females will result in high 
reproduction rate and lead to increased consumption with corresponding reduction in 
quantity of rice that will be available.  This is in close association with the their level of 
education earlier explained.  In any case, AVAIL has  depended heavily on seasonality and 
low level of production at source at source.  At present, the degree of production in Igbemo 
(source) can still be regarded as peasant as the average per-capital area of land cultivated 
by the rice farmer (4 hectare) falls short of 5 hectares (Adeola, 2002). 

Regularity of consumption (REGULAR) has a significant association with EDU, 
SOURCE and AVAIL.  The strong relationship with AVAIL in connection with source is 
explanatory.  During harvest (usually July to September), the rice floods the market, thus, 
attracting vast majority of the rural and urban consumers for regularity of consumption.  As 
scarcity of the product sets in during off-season (usually March to June), AVAIL reduces only 
for REGULAR to diminish.  Igbemo remains the major source (82.8%) of the local rice 
consumed in the region.  Given that most consumers are literates (82.8%), there is the 



  
Recession Prediction Modeling 

 

 
150 

awareness of a popular source which stimulates preference for  Igbemo  rice, and affects 
REGULAR. 

The assessment of quality of the rice (QUALITY) by the consumers is strongly related 
with their household size (HOLD), AVAIL and REGULAR.  Despite the relatively low quality of 
the local rice to imported rice, many of the consumers (64.4%) see it to be good.  In Ekiti, 
about 73.9% of the consumers maintain household size of up to 8 persons (1- 4 = 22.4%, 4 
– 8 = 49.7%). This implies 4 – 6 children including dependants in some cases.  Apparently, 
the consumers associate with large families in which food expenses are moderated by low 
income. At the market places, the local rice is cheaper than the imported rice while the 
marketers and consumers tend to have some relationships that promotes sales of he local 
rice.  The most important are credit sales and quantity discount. These clandestine marketing 
factors account for the association between  QUALITY and HOLD.  The distribution 
channels of Igbemo rice are considerably wide, even beyond Ekiti.  The existence of the 
neighbourhood markets makes AVAIL possible.  The general acceptance of the quality by a 
diversity of household types therefore, facilitates REGUALR.    

The price of the rice (PRICE) exhibits significant relationships with EDU, INCOME, 
SOURCE, AVAIL, REGULAR and QUALITY.  Further analysis of data  reveals that the average 
consumer in the region has secondary education.  Subject to this qualification, income would 
be low.  As a consequence, preference for a local source of rice (staple meal) with moderate 
price is likely to increase.  This may have led to the interest in the local (N250.00 or $2.0 per 
Kilogram) which is far cheaper than the imported rice (N350.00 or $2.8 per Kilogram). With 
increased demand for the rice at cheap price, marketers strive to increase AVAIL to upgrade 
their enterprises and extend their services to aid REGULAR.  The cultural preference for the 
rice is, therefore, not unconnected with the low QUALITY which reduces price. 

Interestingly, the need to strengthen production, indicates very high relationship 
with EDU, HOLD, QUALITY and PRICE.  The general response on NEEDS is high (97.2%), 
suggesting a strong linkage between production and consumption of the rice generally.  
Given that majority of the consumers are literates who are conscious of a regular source with 
large families (HOLD); low production at  Igbemo  may not offer the supply that will meet the 
regional needs.  For the regional economies to gain momentum, therefore, a high level of 
sufficiency must be guaranteed.  It is a clear fact that the consumers (usually of low-income) 
prefer the low-quality rice.  This canvasses support services and finance for easier access to 
supply.  The rice marketers enjoy freedom from restrictive local mores (market association 
that control entry into market and fixing prices) which enable them to operate with relatively 
stable price.  The attitudes of the consumers in relation to PRICE reveals that costs of daily 
consumption of  the local rice is tolerable, thus, indicating the need to strengthen production 
at source.  As noted by Abubakar  et al. (2008), rice represents Africa’s best opportunity for 
reduction of food imports. 
 

5. Conclusion 
 

It is evident from this study that some associated factors affect rice consumption in 
the study region in Ekiti State.  The study has used the questionnaire to source for data 
among 500 rice consumers in the region.  It has also adopted the Random Sampling 
Technique to select cases investigated.  Data analysis reveals that: 

• Sex of the consumer is significant to the level of education. 



  
Recession Prediction Modeling 

 

 
151 

• Annual income of the consumer has a close relationship with the level of education. 
• Level of availability of the rice is dependent upon the sex and level of education of 

the consumer, as well as source of supply. 
• The educational status of the consumer, the source of the rice and level of 

availability determine regularity of consumptions. 
• Quality assessment of the rice is closely associated with the consumer’s household 

size, the level of availability of the rice and regularity of consumption. 
• Price of the rice, is of significant relationship with the level of education and income 

of the consumer, source of rice supply, level of availability, regularity of 
consumption as well as quality of the rice. 

• The need to strengthen production is strongly related with sex and level of education 
of consumers, the quality and price of the rice.  
Of special interest in this analysis are factors like: source of the rice, the  level of 

availability, regularity of consumption, level of income and household size of the consumer 
and the rice quality.  Majority of the regional population (83.6%) consume Igbemo rice.  In 
view of the inter-relationships of these variables in consumption, special regional planning 
policies by the Federal and Ekiti State Government are required to enhance consumption of 
the local rice while increasing production. In this regard, a State District Development 
Commission (SDDC) is proposed to take charge of planning and management of specific 
projects in the region. 

Two major problems limit rice production at source (Igbemo).  First, is the 
predominant use of local implements by the rice producers.  Second, is the seasonability of 
production on account of climatic changes. On this note, the SDDC should see to the 
possibility of mechanizing rice farming operations at Igbemo.  Apart from encouraging 
modern farming technologies, the irrigated rice system should be introduced through the 
Project Planning and Implementation Unit of the commission to ensure dependable supply of 
irrigation water to the rice field during dry season. A collaborative effort of the SDDC and 
the national agency in the state (Benin–Owena River Basin Development Authority – 
BORBDA) is a viable option.  This will strengthen production at source while creating 
employment opportunities (in rice farming, processing and marketing) to elevate income for 
regular consumption. 

The spatial distribution of the rice, in most cases, reflects the level of availability – a 
determinant of price at various destinations.  Observation reveals the important roles of the 
poor conditions and network of roads in this case.  The newly constructed Ado-Afao road 
which links the old Afao-Igbemo roads, is the only route on which most traders prefer to 
travel.  Although it is the shortest link to Ado (the state capital), it turns out to be the longest 
route to Ido-Osi, Ode-Aye and Ikole – which are major sub-regional centres. Improvement 
of the transportation infrastructure in the region (particularly around Igbemo) by the State 
government through the SDDC, therefore, becomes a priority.  Fine-grained modified grid of 
lanes should be introduced to link these sub-regional centres with Igbemo for free flow of 
traffic.  This will generate more trips by traders and make availability of the rice increasingly 
possible for consumption at different destinations, while reducing post-harvest losses. 

A high level of poverty is prevalent among the consumers in the region, majority of 
who are farmers (72.6%), earning below  N80,000($640.0) annually (70.9%).  Traditionally, 
only self-financing options characterize all enterprises (farming, trading etc).  This calls for a 
change of orientation to ‘Competition fund’ (CF) to restructure the consumers’ enterprises 
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financing.  By this, 4 – 5 people in the same trade should be encouraged by the SDDC to co-
invest on projects of interest with a sharing formular for proceeds therefrom. Granting of 
soft-loans by government to the consumers through the SDDC under a Poverty Alleviation 
Programme for small-scale businesses will help to enhance their income level for effective 
rice demand. 

The average consumer in the region maintains a large household size, ranging from 
6 to 8 people. As a way of satisfying regularity of consumption by the households, an 
efficient Rice Marketing Centre (RMC) by the SDDC is recommended at source (Igbemo).  
This will represent a designated depot for receiving the milled rice in the area and 
discharging to organized marketing cooperatives that eventually pass to sub-regional 
markets for the urban and rural markets (UMs and RMs). It will also assist in regulating price 
and minimize the negative influence of emergency rice traders. 

The average rice handler (farmer, processor, marketer and vehicle driver) in the 
study area, lacks necessary knowledge of food hygiene because of low level of education.  
Government, through the SDDC should collaborate with stakeholders (Ministry of Commerce 
and Industry, Agriculture, Local Government) and organize regular public enlightenment and 
training programmes (workshops, seminar etc) for the producers and other handlers of the 
product for adherence to acceptable standards of food production. 
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Appendix 1.  
Table 1.  Correlation Matrix of Consumers Variables 

 
Variable 
Code 

SE
X 

ED
U

 

H
O

LD
 

IN
C

O
M

E 

SO
U

RC
E 

A
V

A
IL

 

RE
G

U
LA

R 

Q
U

A
LI

TY
 

PR
IC

E 

N
EE

D
S 

SEX 1.000 -0.111* 0.000 -0.047 -0.065 0.129** -0.010 -0.029 -0.019 0.014 

EDU   1.000 0.069 0.116* -0.094 -0.118* -0.117* -0.088 -0.204** 0.147** 
HOLD    1.000 -0.002 -0.042 0.020 0.077 0.147** -0.057 0.234** 
INCOME     1.000 -0.052 -0.045 -0.067 -0.065 -0.105* -0.010 
SOURCE      1.000 -0.123* 0.097* 0.076 0.113* 0.029 
AVAIL      1.000 0.412** 0.189** 0.232** -0.017 

REGULAR       1.000 0.627** 0.506** -0.082 
QUALITY        1.000 0.565** -0.157** 
PRICE         1.000 -0.122* 
NEEDS          1.000 

*  Correlation  is significant at 0.05 level (P < 0.05) 

** Correlation  is significant at 0.01 level (P < 0.01) 

Source: Author’s Fieldwork, 2007 
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Abstract: Empirical studies, such as Lamoureux and Lastrapes (1993), Guo (1998), Fouque et 
al. (2000) show that the market price of volatility risk is nonzero and time varying. This paper 
provides a theoretical investigation of the market price of volatility risk. We consider that the 
market price of volatility risk is a function of two variables: the price of underlying asset and its 
volatility. We suggest a closed-form solution for the price of volatility risk under the conditions 
of stochastic volatility and of correlation between the underlying asset price and its volatility. 
This formula involves in a direct way the unobservable market price of volatility risk. We prove 
that the correlation between underlying price and its volatility has no impact on the price of 
volatility risk. Finally, we present empirical results using the prices of CAC 40 index and of CAC 
40 index call options from January 2006 to December 2007. 
 
Key words: Premium risk; Volatility risk; Stochastic volatility; Option pricing; Risk forecasting 
 

1. Introduction 
 
Option prices observed on a liquid option market contain rich information about 

the market's expectation of the future distribution of the underlying asset, and the risk 

premium for unhedgeable distribution risk. 

If the market is complete, the derivative's risk can, theoretically, be perfectly hedged 

by the underlying asset and there is no volatility risk premium to be estimated. We consider 

that the volatility is stochastic and therefore not constant, the market is incomplete and 

consequently the price of volatility risk will be non-zero. 

The assumption of zero correlation between volatility changes and aggregate 

consumption changes is often invoked to justify a zero risk price for volatility risk (Hull and 

White 1987). This assumption was challenged by Melino and Turnbull (1990), who found 

that a stochastic volatility model with no positive price of volatility risk explains observed 

prices better than the constant volatility models. Lamoureux and Lastrapes (1993) empirically 

showed that the market price of volatility risk is nonzero and time varying. 
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Moreover, a negative risk price parameter is consistent with the belief that volatility 

changes are negatively correlated with the aggregate consumption growth, and the investors 

prefer to pay a risk premium to hedge the volatility risk. 

Various stochastic volatility option pricing models have been developed over the 

past few years. Many researchers, like Hull and White (1987), Stein and Stein (1991), Heston 

(1993), and Bakshi et al. (1997, 2000) concluded that the volatility of an asset's return could 

be itself a random variable describing a specific process. The model of Heston (1993) allows 

for the systematic volatility risk to be specified, whereas Hull and White (1987) and others 

have to assume a zero price of volatility risk in order to obtain a tractable option pricing 

model. Heston (1993) provided a closed-form solution for the price of a European-style 

option on an asset with mean-reverting square-root stochastic volatility. In the model of 

Heston, the dynamics of the underlying asset and the volatility are: 

t t t t tdS S dt S dBμ σ= +  (1) 

( )2 2
t t v t td k dt dWσ θ σ σ σ= − +  (2) 

where tdB  and tdW are Wiener processes with instantaneous correlation ρ . The 

instantaneous variance ( )2 tσ  follows a square-root process that was used by Cox, 

Ingersoll, and Ross (1985) to model the instantaneous interest rate process. The volatility 

diffusion process is a mean-reverting process with long-term mean parameter of θ , mean-

reversion speed parameter of k , and the volatility of volatility parameter of vσ . 

Because there is no traded security than can be used to hedge the risk of volatility, 

it is difficult to form a risk-free portfolio. In this case, the option valuation is no longer 

preference free, and the market price of volatility risk needs to be determined. A formal 

treatment of the risk price requires an equilibrium model. In rational expectation equilibrium 

models of asset markets (Breeden 1979), a state variable's risk price is a function of its 

covariance with the representative investor's marginal utility of consumption, so 

( ) ( )2 2, , , /S t COV d dC Cγ σ λ σ= , where ( )C t  is the consumption rate and λ  is the 

coefficient of relative risk aversion of the representative investor. If percentage changes in 

consumption have constant covariance with the volatility changes, the price of the volatility 

risk can be represented as being proportional to volatility. Hence, Heston used the following 

condition: ( )2 2, , tS tγ σ γσ= . A negative price of volatility risk arises if this covariance is 

negative ( 0γ < ). 

The market price of the volatility risk is an unobservable variable. We have only one 

piece of information about it: the volatility risk premium depends on the stock price and its 

volatility. In this paper we consider that the market price of volatility risk follows a diffusion 

process and depends on the underlying price and the volatility of underlying returns. 
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2. The Volatility Premium Risk Valuation 
 

We consider an option pricing model with two state variables. Accordingly, the 

price of a European option depends on the price of the underlying asset and on the volatility, 

which describes the following stochastic process: 

t t t t tdS S dt S dBμ σ= +  (3) 

2 2 2
t t v t td dt dWσ ϕσ σ σ= +  (4) 

where the current values of S  and 2σ  are known. The same stochastic definitions of the 

state variables are used by Hull and White (1987). The return drift,μ , is a parameter which 

depends on S  (the price of the underlying asset), σ  (the volatility), and time. The Brownian 

motions tB  and tW  are correlated ( t tdB dW dtρ= ) and ρ  is the correlation coefficient 

( 1 1ρ− < < ). The volatility of the volatility ( vσ ) and the drift of the variance (ϕ ) are 

assumed to be constant, therefore implying that the non-anticipated variations of the 

variance are stationary. 

Using the Girsanov’s Theorem, under the risk-neutral probability equivalent with the 

real probability, the diffusion process described by the price of the underlying asset is given 

by: 
*

t t t t tdS rS dt S dBσ= +  (5) 

where r  is the risk-free return, *
tB  is the equivalent Brownian motion and *

t tdB dW dtρ= . 

We consider that the market price of volatility risk is a function of two state variables: the 

price of underlying asset and the volatility, ( )2, ,S tγ σ . The price of volatility risk describes 

the following diffusion process: 
*

t t t v td dB dWγ σ σ= +  (6) 

Using the Itô’s lemma, the dynamic of the market price of the volatility risk is given 

by: 

( )
2 2 2

2 2 2 2 4 3
22 2 22

2
2

1 1
2 2 v v

v

d rS S S
t dS S S

SdB dW
S

γ γ γ γ γ γγ ϕσ σ σ σ ρσ σ
σ σσ

γ γσ σ σ
σ

⎡ ⎤∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥= + + + + +
⎢ ⎥∂ ∂ ∂ ∂ ∂∂⎣ ⎦
∂ ∂

+ +
∂ ∂

 (7) 

Taking into account the stochastic process followed by the market price of the 

volatility risk, we obtain the following conditions: 

( )
2 2 2

2 2 2 2 4 3
22 2 22

1 1 0
2 2 v vrS S S

t dS S S
γ γ γ γ γ γϕσ σ σ σ ρσ σ

σ σσ

∂ ∂ ∂ ∂ ∂ ∂
+ + + + + =

∂ ∂ ∂ ∂ ∂∂
 (8) 

S
S
γ σ σ∂

=
∂

 (9) 
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2
2 v v
γ σ σ σ
σ
∂

=
∂

 (10) 

This allows us to compute the partial derivatives: 
1

S S
γ∂
=

∂
, 2 2

1γ
σ σ
∂

=
∂

, 

2

2 2

1
S S
γ∂
= −

∂
, 

( )
2

2 42

1γ
σσ

∂
= −

∂
 and 

2

2 0
S
γ
σ

∂
=

∂ ∂
. Finally, we obtain an ordinary differential 

equation by substituting the partial derivatives into the equation (8). 

( )2 21 1
2 2v

d r t
dt
γ ϕ σ σ= − − + +  (11) 

with the initial condition: ( )0 0γ = . 

The solution of this equation gives the following formula for the valuation of the 

market price of volatility risk: 

( ) ( )21
2t v V t r tγ σ ϕ= + − +  (12) 

where ( )2

0

1 t
V u du

t
σ= ∫ , 0 u t∀ < < , represents the mean of historical variances. 

Moreover, the annualized market price of the volatility risk is: 

( ) ( )21
2at v V rγ σ ϕ= + − +  (13) 

Switching from t  (the current date) to T  (the future date), we can obtain the 

market price of volatility risk at the maturity of an option. The future price of volatility risk 

can be written as: 

( ) ( )21
2T t v V rγ γ σ τ ϕ τ= + + − +�  (14) 

where tγ  is known. The parameter τ  is the time to maturity T , T tτ = − . The mean of the 

futures variances between t  and T  is a random variable: ( )21 T

t
V u duσ

τ
= ∫� , t u T∀ < < . 

The obtained formula (14) can be used to forecast the market price of the volatility 

risk. Therefore, 

[ ] ( ) ( )21
2T t vE E V rγ γ σ τ ϕ τ⎡ ⎤= + + − +⎣ ⎦

�  (15) 

After some stochastic calculus, the expected value of the mean futures volatilities is 

given by: 

21eE V
ϕτ

σ
ϕτ
−⎡ ⎤ =⎣ ⎦

�  (16) 

The forecasting volatility premium risk is therefore given by: 

[ ] ( )2 21 1
2T t v

eE r
ϕτ

γ γ σ σ τ ϕ τ
ϕτ

⎛ ⎞−
= + + − +⎜ ⎟

⎝ ⎠
 (17) 
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We note that the volatility premium risk is inversely proportional to the 

instantaneous risk free return and no depends on the correlation between the asset price 

and its volatility. 

 

3. Empirical Results 
 

CAC 40 index series used in our studies were extracted from the Bourse de Paris 
database from July 1996 to December 1998. The database includes a time-stamped record 
of every trade occurred on the CAC 40 index. Our study focuses on the volatility premium 
risk of CAC 40 index traded in 2006 and 2007. On the sample, more than 35,000 
quotations are reported. 

The EURIBOR 3 months, which was the most liquid maturity on the French market, 
serves as a proxy for the risk free interest rate and is obtained from Datastream. 

Option series used in these studies were extracted from the Bourse de Paris 
database from January 2006 to December 2007. Our study focuses on CAC 40 index call 
options (PXL contracts) traded at the MONEP in 2007 and 2008. 

Options written on CAC 40 index are the most actively traded of the MONEP on the 
sample period. In 2006 and 2007, an average of 745,309 option contracts were traded 
monthly and 35,775 daily. Option premium reached EUR 750 million a month and EUR 35 
million a day. 

Over these years, both equity and index options accounted for a roughly similar 
proportion of lots traded, but equity options represented less than 25% of the total amount 
corresponding to the sum of premium. 
 
A. Estimation of the volatility premium risk using historical volatility. 

We estimate the market price of volatility risk of CAC 40 index from January 2006 

to December 2007. Let ix  be the log-return on the index price defined as: 

1

ln i
i

i

Sx
S −

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 (18) 

where iS  and 1iS −  are respectively the index price at the end of the day i  and of the day 

1i − , and ix  is the continuously compounded return (not annualized) of the index in the day 

i . Figure 1 shows the evolution of the continuously compounded return from July 2006 to 

December 2007. 
We compute the historical volatility from January 2006 to December 2007 using 

the closing index prices from daily data over the recent 90 days. The historical volatility ts  is 

the standard deviation of the ix 's: 

( )2

1

1
1

n

t i
i

s x x
n =

= −
− ∑  (19) 

where 90n =  days, and x  is the mean of index returns. 
Assuming that time is measured in trading days and that there are 252 trading 

days per year, the volatility per annum at the date t , is: 
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252t tsσ =  (20) 

Figure 2 shows the evolution of historical volatility from October 2006 to December 
2007. 

We compute the mean of historical volatilities (V ) which occur in the last 90 days. 
90

2

1

1
90 i

i
V σ

=

= ∑  (21) 
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Figure 1. The Continuously Compounded Return 
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It remains to estimate the volatility diffusion parameters, ϕ  and vσ , in order to 

apply the formula of the current price of volatility risk. We use the maximum likelihood 
method and the GMM estimation. The log-likelihood function is: 

22 2

2
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2

ln
21 1 1ln 2 ln

2 2 2

t v

t
v

v

h
L h

h

σ σϕ
σ

π σ
σ

−

⎡ ⎤⎛ ⎞
− −⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦= − − −  (22) 

In the case of GMM estimation we have the following conditions: 

[ ] 2 2
1 10 and 0t t t t vE E hε ε σ− − ⎡ ⎤= − =⎣ ⎦  (23) 
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We obtain the value of volatility diffusion parameters, ϕ  and vσ , at each date t  

between January 2006 and December 2007 using the time series of historical volatilities tσ . 

Figure 3 shows the estimated volatility drift (ϕ ) of CAC 40 index from January 2006 to 

December 2007. 
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Figure 3. The Volatility Drift 

 
Using the estimated parameters and applying the obtained formula, we compute 

the volatility premium risk. Its evolution is described in the Figure 4. We notice that the price 
of volatility risk is almost perfectly negatively correlated with the volatility drift. One unit of 
volatility premium decrease corresponds almost to one unit of volatility drift increase. If one 
buys calls with high volatility premium, the price paid for those options is generally higher. If 
a move up occurs, there is a chance that the underlying may not be able to move up fast 
enough to compensate for the decrease in volatility premium. We observe that the volatility 
premium may decrease as the price of the underlying increases. 
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Figure 4. The Volatility Premium Risk Computed with Historical Volatility 

 
 

B. Estimation of the volatility premium risk using implied volatility. 
In order to compute the implied volatility we apply the Black-Scholes formula to the 

pricing of CAC 40 index call options traded at the MONEP. Reversing the Black-Scholes 
formula, we estimate the implied parameter (i.e. the implied volatility) for options negotiated 
on the MONEP. 

The theoretical price of an option contract depends on four observable parameters: 
the strike price, the maturity, both specified in the contracts, the underlying price, and the 
risk free interest rate, which can be taken from public market data, as well as some non-
observable parameters describing the risk-neutral density function. One parameter is 
required by the Black and Scholes model: the volatility. We use a non linear least squares 

procedure in both cases where n  is the number of all call options j , [ ]1,...,j n= , available 

on a given day t , for a given maturity τ . The Black-Scholes call price is defined as 

( )* ˆt tC C σ= , where σ̂  is the solution of the following minimization problem: 
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∑  (25) 

Backing out implied parameter from all option prices on a day, we allow parameter 
to vary daily, which is inconsistent with the models assumption if parameter proved to be 
truly variable. Several empirical studies use this procedure (see, for instance, Bakshi et al., 
1997 and Dumas et al., 1998). 

Following the same technique described above, the volatility drift and the volatility 
of the volatility are computed using the implied volatility time series. Therefore, using the 
theoretical formula, we compute the market price of the volatility risk. Figure 5 shows the 
evolution of the volatility premium risk during the study period. 
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Figure 5. The Volatility Premium Risk Computed with Implied Volatility 

 

We compute the forecasting price of volatility risk at each date t  until date T  using 
the expression (17). 

The forecasted market price of volatility risk ( [ ]TE γ ) of CAC 40 index is compared 

with the current market price of volatility risk ( tγ ). The figure 6 describes the evolution of the 

current and of the forecasting prices of volatility risk from December, 22 2006 to Mars, 31 
2007 while the figure 7 exhibits data from June, 24 2007 to September, 30 2007. The 
forecasted price of volatility risk and the current price of volatility risk are both negative. 
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The forecasted price of volatility risk is lower than the current price of volatility risk. 

This explains the market's "crash-o-phobia". The forecasted volatility risk premium gives the 
possibility to quantify at each date the degree of "crash-o-phobia" of the market. In the first 
case, the forecasted price of volatility risk is -9.19% predictable for the 90th day in the future 
while the current price of volatility risk is -5.66%. In the second case, the forecasted price of 
volatility risk is -5.99% while the current price of volatility risk is -4.19%. The degree of 
market's "crash-o-phobia" was most important during the winter - spring period of 2007 than 
during the summer - autumn period of 2007. 
 

4. Conclusions 
 

We have shown that a model characterized by two state variables, the stock price 
and its volatility, allows us to obtain the volatility risk premium. By modeling the volatility 
and stock price processes, we obtain a formula for computing the price of volatility risk. This 
formula involves in a direct way the unobservable market price of volatility risk. We conclude 
that the volatility risk is determined by the volatility and by the diffusion parameters 
corrected by the risk-free interest rate. Hence, the historical data can be used to estimate the 
volatility risk premium. 

The market price of volatility risk is negative. If one buys calls with high volatility 
premium, the price paid for those options is generally higher. If a move up occurs, there is a 
chance that the underlying may not be able to move up fast enough to compensate for the 
decrease in volatility premium. We may therefore notice a decrease in the volatility premium 
although the price of the stock goes up. 

Lastly, the forecasted price of volatility risk can be used to measure the degree of 
market's "crash-o-phobia". 
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Abstract: Social Scientists and health researchers have allocated a great deal of time trying to 
understand the social correlates of health outcomes, some in the question of the association 
between social relationships and such outcomes. This paper builds on this work by exploring 
the association between how connected one feels to her or his neighborhood and the chance 
that one reported that she or he was in poor health. Using logistic regression on a data set of 
1,899 females and 1,521 males from the United States we found that, for both males and 
females, those who reported that their neighbors give them a sense of community were less 
likely to report that they were in poor health, but this association was stronger for females than 
for males. 
 
Key words: Logistic Regression; Social Connections; Self-rated Health; Gender 
 

 
1. Introduction 
 

Social scientists and health researchers have done a great deal of quantitative work 
on the social correlates of health outcomes. Race (Gibbs, et al., 2006), gender (McDonough, 
Peggy and Vivienne, Walters, 2001), and socioeconomic status (Malat, Jennifer R.; van Ryn, 
Michelle; Purcell, David, 2006) are among these correlates. Another key correlate of health 
outcomes, one that will be the focus of this paper, is social connection. It has been found 
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that the degree of people’s connections to others is negatively associated with the chance of 
neonatal death (Gayen and Raeside, 2007), degree of mental health problems (Fiori, 
Antonucci, and Cortina 2006; Ueno, 2005; and Cannuscio, Colditz, and Rimm, 2004), 
impairment of physical functioning (Unger, McAvay, and Bruce 1999), and the risk of 
developing a disability (Mendes de Leon, Glass, and Beckett, 1999). The degree of people’s 
connections to others has been found to be positively associated with the chance of 
recovering from a disability (Mendes de Leon, Glass, and Beckett, 1999) and level of self-
rated health status (Helweg-Larsen, Kjoller, and Thoning 2003; Zunzunegui, Kone, and 
Johri, 2004; and Veenstra, Luginaah, and Wakefield, 2005). Very little of this research, 
however, has explored the question of whether the association between social connection 
and health outcomes varies by gender.  

There are good reasons, however, for thinking that the association between social 
connection and health outcomes might differ by gender. First, such a difference may be due 
to gender based differences in the composition of groups to whom people are connected, 
and these compositional differences may result in females being influenced in ways that lead 
them to behave in ways different from males. Second, even if group composition is the 
same, females, on average, may relate to people differently than men, leading to differences 
in the influence of social connection on health.  

This paper builds on previous work by exploring the association between social 
networks and health outcomes. More specifically, we address the question of the degree of 
association between whether one reported that one’s neighbors give them a sense of 
community and the likelihood that one reported that she or he was in poor health. We also 
assess whether this association varies by gender. We will proceed as follows.  

First, we will provide more details regarding the theoretical model we explored. 
Second we will discuss the data set and methods we used. Third, we will provide an overview 
of our results. And fourth, we will conclude with a brief discussion of these results.    
 

Theoretical Model 
 

Let i represent a given individual and assume that she or he lives in a given 
neighborhood. Let COMMUNITYi be a variable representing whether i’s neighbors give him 
or her a sense of connection to others or a sense of community. If i feels that his or her 
neighbors give him or her such a sense, this variable takes the value 1. If not, it takes the 
value 0. Let POORi be a variable representing whether i feels he or she is in poor health. If i 
feels he or she is in poor health, this variable takes the value 1. If i does not feel this way, it 
takes the value 0. 

Having set out these preliminaries, we propose the following model of self-rated 
poor health: 
 

P(POORi = 1) = f(COMMUNITYi, Vi) (1) 
 
where P(POORi = 1) refers to the probability that person i reported that she or he is in poor 
health, f refers to some mathematical function, and Vi represents a set of other factors that 
are thought to be associated with P(POORi = 1). 
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Data and Methods 
 

The data we used to examine the above model came from the Social Capital 
Community Benchmark Survey, which was designed by the Saguaro Seminar at Harvard 
University Kennedy School of Government. A sample of respondents from across the United 
States was obtained through random-digit-dialing (RDD) procedures. The actual telephone 
interviews were conducted by Intersearch, an international survey firm, and each one took 
an average of 26 minutes to complete (Roper Center, 2005). Our analysis is based on 1,899 
employed female and 1,521 employed male respondents. Some were employed full-time 
(>=35 hours/week) and some part-time (< 35 hours/week).  

Most of the survey questions required respondents to choose, from among pre-
determined answers, the one that, in their judgment, best reflected them. For example, 
someone who was primarily a full-time homemaker, but who had worked a little for pay the 
previous week, would decide for herself whether she identified as a “part-time worker” or 
“full-time homemaker.” Data are available, from this survey, on a variable referred to as 
“health.” It is based on respondents’ self-reported health statuses. Respondents were asked 
to rate their health as poor (coded 0), fair (coded 1), good (coded 2), very good (coded 3), or 
excellent (coded 4). Those who stated that they didn’t know their health status were coded 8 
and those who refused to offer a response were coded 9. For the analyses described below, 
we recoded health to POORi. 0 was recoded to 1, 8 and 9 were recoded to system missing 
(that is, they were not considered in the analyses, and 1, 2, 3, and 4 were recoded to 0. We 
didn’t consider codes 8 and 9 because we were only interested in those respondents who 
actually reported a category to describe their health status.  

COMMUNITYi was also based on a recoding of an original variable. In the original 

survey, this variable is called belnei and came from the question whether respondents felt 

that their neighbors give them a sense of community. Those who answered “no” were coded 

1, those who answered “it depends” 2, those who answered “yes” 3, those who answered 

“does not apply” 4, those who answered “don’t know” 8, and those who refused to answer 

9. We were not interested in those who didn’t know the answer to the question or who 

refused to answer, so 8 and 9 respondents were eliminated from the analysis. 1, 2, and 4 

were recoded as 0, and 3 was recoded as 1. In order to determine if our data were 

consistent with our proposed theoretical model, we analyzed the data using logistic 

regression analysis (LRA).  

 

Analysis 
 

As stated above, we assumed that variables in addition to COMMUNITYi might be 

associated with POORi. These variables are contained in Vi and were included in our LRA 

models as covariates. In many cases, these variables were also based on recodes of original 

variables, and respondents who answered with “don’t knows” or who refused to answer 

questions were not further considered in our analyses. We discuss more about the relevant 

aspects of these variables in the appendix.   

As stated in equation (1), our interest was in modeling the probability that POORi = 

1 as a function of COMMUNITYi and a set of covariates represented by Vi. A standard 
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statistical approach used to test such models, is the Linear Probability Model (LPM), a variant 

of Least Squares Regression Analysis. In our case, LPM could have been used to test the 

model specified in equation (1). A key problem associated with LPM, however, is that one 

can end up with predicted probabilities outside the interval [0,1]. To address this problem, 

we used the alternative approach of LRA. LRA models were run with SPSS 13.0, with 

separate models run for males and females to determine if the association between 

COMMUNITYi and P(POORi = 1) varied by gender, controlling for the variables included in 

Vi. Unlike many works in the social sciences, logistic regression was used as a descriptive as 

opposed to inferential technique. This requires some explanation.  

Researchers who analyze survey data invariably have to deal with the problem of 

respondents refusing to answer questions, giving incomplete answers, or in some other way 

providing less than useful answers. This is the missing data problem. One way of handling it 

is through listwise deletion. But, as is well known (Berk, 2004), if one is interested in 

generalizing from a sample to a population, there is a key shortcoming of listwise deletion. 

Cases with complete sets of values may be systematically different from cases with missing 

values. Thus, even if one started out with a probability sample, once one drops cases with 

missing values from the analysis, there is a very good chance that the sample one ends up 

with is no longer a probability sample. This is a serious problem, statistically, because it can 

lead to biased estimates of population parameters (Gelman and Hill, 2007 and Berk, 2004). 

Given the fact that, after listwise deletion, we were left with only 1,899 out of the 15,299 

females in the overall data set and 1,521 out of 10,526 males, we were quite concerned 

that the biased estimates problem might apply to our situation.  

There are other techniques designed to address the missing data problem that are 

often utilized by social scientists. These techniques often involve the imputation of values for 

cases with missing data. But imputing values either has the same potential to result in biased 

estimates as listwise deletion does or requires one to have good information about the 

mechanisms that account for why cases end up with missing data (Berk, 2004). Following the 

advice of Berk (2004), since we didn’t feel that we had such information,  we chose not to 

utilize any of these imputation methods.  

A way to address our dilemma, which some statisticians regard as quite useful but 

underrated (Berk, 2004), is to use regression analysis to describe patterns in a data set, 

instead of as a method of inference. In our case, logistic regression could be used 

descriptively to determine if the relationship between COMMUNITYi and P(POORi = 1) varied 

by gender for the set of cases we had after listwise deletion (Berk, 2004). This use of 

regression has much in common with similar methods, such as classification algorithms, 

found in computer science (Bramer, 2007). Since the approach dispenses with the notion of 

using the sample to test hypotheses about population parameters, the concern about biased 

estimates is no longer relevant. A limitation of this approach is that one isn’t in a position to 

know the extent to which one’s findings hold in other populations. But since the alternative 

was, in our view, a good chance of ending up with biased estimates, we were willing to 

accept this limitation. We were also willing to accept it because we realize that it can be 

addressed by other researchers going out and trying to replicate our findings in different 

populations, something we regard as one of the hallmarks of science.  
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Results 
 

Table 1 contains summary statistics for the variables included in our Logistic 
regression models, separately for females and males. 
 
Table 1. Summary Statistics for Variables Included in Logistic Regression Models by Gender 

Variables Females N= 
1899 

 Males N = 
1521 

 

 Mean/Mode Standard 
Deviation/Range 

Mean/Mode  Standard 
Deviation/Range 

Incomem,r 2 0-5 2 0-5 
Religiousm,r 1 1-5 1 1-5 
Soctrst .03 .67 .02 .68 
Tvhrs 2.65 2.50 2.63 2.44 
Age 36.74 9.04 37.62 9.51 
Kids_5 .55 .75 .67 .90 
Commute .40 .39 .49 .49 
PARTTIMEb .23 .42 .07 .25 
FULLTIMEb .77 .42 .93 .26 
BLACKb .20 .40 .13 .34 
ASIANb .02 .15 .03 .16 
NATIVEb .01 .12 .02 .13 
OTHERb .08 .27 .09 .29 
WHITEb,ref1 .69 .46 .73 .44 
SATISFIEDb .95 .21 .95 .21 
CITIZENb .96 .19 .93 .26 
HOMEb .73 .45 .76 .43 
POORb .01 .11 .01 .10 
NOTPOORb,ref2 .99 .10 .99 .10 
COMMUNITYb .82 .38 .83 .38 
m,r  Modes and ranges were reported since these were technically ordinal variables. 
b These were assumed to be Bernoulli variables and means and variances were calculated accordingly (see 
Wasserman, 2005). 
ref1 The reference category for the race/ethnicity variables above it. 
ref2 The reference category for the variable directly above it. 

 
Table 2 contains our key results of interest, the female and male adjusted odds 

ratios for COMMUNITYi. These ratios tells us how the odds of  reporting that one is in poor 
health for those assigned a 1 for COMMUNITYi compares with the odds for those assigned a 
0. 
 
Table 2. Female and Male Odds Ratios 

 
Variables  

 
Female Odds Ratio 

 
Male Odds Ratio 

Income .81 .89 
Religious .98 1.23 
Soctrst 1.67 2.45 
Tvhrs 1.12 1.09 
Age 1.03 1.02 
Kids_5 1.86 .84 
Commute 1.41 1.92 
PARTTIME 1.52 2.44 
BLACK .11 .52 
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ASIAN 3.21 4.27 
NATIVE 1.85 4.33 
OTHER .00 1.45 
SATISFIED .36 .25 
CITIZEN 3*107 4.54 
HOME .87 .65 
COMMUNITY .39 .69 
Constant .00 .00 

 
For females, Table 2 shows that the adjusted odds ratio was about .39. Thus, the 

adjusted odds of reporting poor health, if their neighbors give them a sense of community, 

were about .4 of the adjusted odds for those whose neighbors do not give them such a 

sense. That is, for women, neighborhood networks seemed to be associated with a decrease 

in the chance of reporting poor health. For males, Table 1 indicates that the adjusted odds 

ratio was about .69. Thus, the adjusted odds of reporting that one is in poor health, if their 

neighbors give them a sense of community, were .7 of the adjusted odds for those whose 

neighbors do not give them such a sense. Thus, for males also, a sense of community is 

associated with a decrease in the chance of reporting poor health, although this decrease is 

smaller than was the case for females.  

We should also say a bit about how well our models fit the data. There are many 

ways to communicate such fit, but we think the most intuitive is to report the accuracy of 

predictions using our models. One way to think of LRA is as a method of trying to predict 

membership in a given set. In our case, we were trying to predict whether people were in the 

set of those who regard themselves to be in poor health or in the set of those who don’t. For 

both our male only and female only models, 99% of our predictions were correct, indicating 

excellent fit to our data.    

 

Discussion  
 

This paper has been concerned with the association between whether one gets a 

sense of community from her or his neighbors and the chance that one reports he or she is 

in poor health and whether this association varied by gender. Using logistic regression 

analysis to describe patterns in our data, we found an association between a sense of 

community and the chance of rating oneself in poor health, for both males and females, with 

the association for females being stronger than that for males. To our knowledge, this is the 

first paper to explore how the association between a sense of community and self-rated 

health varies by gender. This finding is important because it may lead to other research that 

explores how the association between social connection and other measures of social 

interest may depend on gender. Further research on this issue may deepen our 

understanding of the roles played by social connection and gender in social life.  
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Appendix 
 

This appendix focuses on the covariates in the logistic regression models we 
discussed in the body of the paper. This is so that researchers who’d like to replicate our 
findings will know precisely what we did. The table below contains the names of the original 
variables found in the survey, the original coding, the recoded variable names, and the 
recodes. 
 
Original Variables/Coding and Recoded Variables/Recodes 

Original Variable 
Name 

Original Codes Recoded Variable 
Name 

Recodes 

Wrktime other = -9; don’t know = -7 
and 98; refused = -6 and 
99; no answer = -5; blank 
= -4; number of hours, on 
average, one works in week   

PARTTIME average hours worked/week 
< 35hrs/week = 1; average 
hours >= 35 hrs/week = 0; 
don’t know, refused, blank, 
and no answer not considered 

happy 0 = not happy with one’s 
life; 1 = not very happy with 
one’s life; 2 = happy with 
one’s life; 3 = very happy 
with one’s life; 8 = don’t 
know; 9 = refused 

SATISFIED 0 and 1 recoded to 0; 2 and 3 
recoded to 1; 8 and 9 not 
considered 

Citizen non-citizen = .00; citizen = 
1.00 

CITIZEN non-citizen = 0; citizen = 1 

Own rent home = 0; own home 
= 1; don’t know = 8; 
refused = 9 

HOME rent home = 0; own home = 
1; don’t know and refused not 
considered  

race_all white = 1; black = 2; 
Asian/Pacific Islander = 3; 
Alaskan Native/Native 
American = 4; Other = 5; 
don’t know = 8; refused = 
9 

1BLACK; ASIAN; 
NATIVE; OTHER; 
WHITE was the 
reference group 

black = 1 non-black = 0; 
Asian/Pacific Islander = 1 
non-Asian/Pacific Islander = 
0; Alaskan Native/Native 
American = 1 non-Alaskan 
Native/Native American = 0; 
Other =1 non-other = 0 

income income in [$0, $20K); in 
($20K, $30K); in ($30K, 
$50K); in ($50K, $75K); in 
($75K, $100K); income >= 
$100K 

INCOME income in [$0, $20K) = 0; in 
($20K, $30K) = 1; in ($30K, 
$50K) = 2; in ($50K, $75K) = 
3; in ($75K, $100K) = 4; 
income >= $100K = 5 

Relaten2 < yearly attendance at 
religious service = .00; a 
few times/year = 1.00; 1-2 
times/year = 2.00; almost 
weekly = 3.00; weekly or 
more = 4  

RELIGIOUS < yearly attendance at 
religious service = 1; a few 
times/year = 2; 1-2 
times/year = 3; almost weekly 
= 4; weekly or more = 5 

2soctrst Index created by survey 
designers 

  

Age measured in years   
kids_5 Number of kids under five 

for whom one is primary 
caretaker 

  

Commute number of hours it takes to 
commute to work 

  

Tvhrs number of hours of 
television watched on the 
average weekday 

  

 1These were dummy variables; the coding scheme is 1 for a person who falls in a given category (such as the 
category of black persons and 0 for those who don’t fall in the given category). White persons served as the 
reference category in our analysis.  
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2Where no variable appears in the third column of the table, this indicates that the original coding was used in our 
analysis. 
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1. Introduction 
 

The EU is spending 50 million Euro annually from 2003 to 2008 to improve the 
collection of data, the exchange of information and to offer more information about primary 
and secondary prevention. The European Commission’s major public health goals are: 
contribute to reducing the incidence of major diseases in the EU; contribute to the 
development of more effective and efficient health systems; providing medical information 
and analysis to support these goals. [1]5 

The e-Health project is one of the main priorities of the European Union. E-Health 
means better health as well as better ways of preventing illness through information 
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technology and communications (ITC). The e-Health plan of action explains the use of these 
technologies in order to provide better and cheaper health services while reducing waiting 
times and human error throughout Europe. The European plan is to develop electronic 
systems to store data regarding the population’s health, identifying patients and last but not 
least broadband Internet transmissions. 

We consider that at least part of the European Commission priorities for public 
health can be covered by the proposed project, considering the fact that it is attempting the 
identifying of various risk factors, the way in which these interact for the favoring for the 
appearance of clinical manifestations belonging to cardiovascular diseases, the way in which 
they can be influenced. We intend to create and validate a new cardiovascular risk scoring 
including not only the classic risk factors, but also markers of the endothelial dysfunction, 
that can be use as platform to create new policies of prevention. 

The modern technologies will be applied to allow – through the use of WEB 
instruments – the anytime, anywhere secure access according to user categories to the 
available information. We will decide for an open source platform using MySQL as database 
server, and PHP as scripting programming language. We will use these technologies because 
they are free of charge. The software applications are cross-platform, they can be used not 
only on Windows operating systems, but also on Unix or Linux based ones. The database will 
suffer a solid design, using normalization as modeling tool. Normalization requires splitting 
the existing relations into atomic ones, which are free of redundancy and updating 
anomalies. It is also an answer for data confidence and security. The initial launch of the 
web site has more like a documentary and promoting goal; then it will become a powerful 
tool that can be used not only for our team’s purposes, but also to assist the academic and 
non-academic communities. Mainly, in medicine there are huge amounts of unstructured 
data. The way how data is handled will be homogenized via XML. Simultaneously, XML will 
permit massive data updates with almost no effort from user’s side. The data mining tools 
will offer a different modeling approach. 

Databases represent an ordinary reality of the modern economic life. We find them 
everywhere, within prehistoric or advanced stages, simple or complex, small or colossal, 
locally accessed or by means of network technologies, being present in all fields. They 
represent collections, or integrated systems, coherent and shared system files [2], whose 
foundations were laid decades ago.  

The relational model emerged as a viable alternative to previous and problematic 
hierarchical and network data models. The key paper on this revolutionary model [3] was 
published in 1970, the work of the mathematician E. F. Codd. Even now, a large part of his 
ideas are still applicable, while other was validated in time. The process of logical data 
modeling is somewhat controversial and still debated. One of the most important aspects – if 
not crucial ones – of the logical data modeling within relational databases is the 
normalization process. Rigorous or flexible, mathematically sound or flimsily applied, either 
theoretical or pragmatic, the normalization built up its reputation as both “angel and 
demon” of the relational database design. It is generally defined as a process of elimination 
of redundancies within the entities. The normalization process is not part of the relational 
theory, rather completes it. The literature mentions 10 normal forms (and a few other less 
familiar), in the following relationship: [4] 

1NF ⊆  2NF ⊆  3NF ⊆  EKNF ⊆  BCNF ⊆  4NF ⊆3,3NF ⊆  5NF ⊆  6NF ⊆DK/NF 
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To compromise orthogonality and its disadvantages due to physical 
implementation, specialists agree that 3NF or BCNF are sufficient enough. We subscribe to 
this statement.  

The various medical analyses we want to evaluate for our patients requires also 
one of the three supertype-subtype approaches. We will choose that one fitting better also 
for future processing (e.g. statistical), requiring minimum structural and content changes. 
 

2. Actual knowledge stage in IT 
 
The Web is believed to be the largest federative databases system worldwide. 

Although the Internet has skyrocketed with no apparent connection with the databases 
technology, nowadays, no relationship between the Web and database technologies is 
almost unconceivable. The web applications have passed the initial development stage and 
have evolved to a maturity stage characterized by complex applications. One of the great 
challenges that appear in this stage is the communication between the applications and 
different types of platforms. In the latest years this communication has become a basic 
condition for developing future systems, imposed by the necessity of a global environment 
and correlative virtual space. In these circumstances the interoperability of a system 
represents an important challenge, concerning the development of web applications and 
their necessity of interaction and correlation with one another. XML represents in this context 
a viable solution for developing some web applications that will interact with informational 
systems that use different technologies and run on different platforms. 

Thus, XML has imposed as a metalanguage capable of offering the possibility of 
communication between applications running on different platforms and of creating a virtual 
correlative environment. XML permits the separation of information from its presentation, 
reaching in this way to create a self-descriptive document and permits the data transfer 
among applications. The advantage of this parting is the possibility of using also in other 
devices that can have internet connections. XML is independent of the platform, extensible 
and Unicode compliant. The impact of XML technologies can be considered a real evolution 
in the information technology domain. [5] In general web applications are based on the n-
tier architecture in which the layer applications communicate between them, every layer 
being specialized and serving a certain functionality in the application. The advantages 
offered by such an architecture, flexibility, distributed components have imposed the n-tier 
architecture in realizing web applications. To the advantages offered by such an architecture 
are being added flexibility, independence towards the platform offered by XML documents. 
So, XML documents are used for transport of information between the layer of an application 
and towards other web applications no matter of the technologies used or the platforms that 
they run on. In actual fact it results a flexible, extendible and reusable structure, in which 
conditions a very important aspect must be taken into consideration: the application and 
data model can change over time and the advantages of a document structure that adjusts 
to different changes allows obtaining some important advantages.[6] As a format of 
database, XML has some advantages: is self descriptive, is portable (Unicode) and can 
describe data in a branched structure. A drawback of this language is the difficult 
access to data as a result of the data processing need.   

The facilities offered by XML are:  
data storage (XML documents)  
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descriptive language (DTS, XML Schema, etc.)  
query language (Xquery, Xpath, XQL, XML-QL)  
programming interface (SAX, DOM).  
However, it has to be taken into account the fact that a series of advantages like 

the storage efficiency, security, indexation, transitioning, data integrity or the multi-user 
access are imposing the relational databases as a storage base for information [7], the XML 
documents being used for assuring the transfer of information from the database to different 
modules of an application or even to different applications. 

One of the most prevalent standards in the medical field is Health Level 7 (HL7), 
which has now reached the 3rd version. Developed into a public-private partnership, the 
standard enjoys a wide acceptance by the American companies, being also supported by 
affiliated organizations from over 26 countries, the European ones inclusively. [8] HL7 has 
imposed as a standard for the electronic support exchange of information in the health field, 
in the clinical domain, as well as in the administrative one. The major objective of the HL7 
standard constitutes the easy exchange of messages between the applications that manage 
the medical data. HL7 methodology is based on accepting as an event inside the medical 
procedure determines an exchange of messages between two or more applications. For 
example, hospitalizing a patient determines collecting information about him/her and 
transmitting them to other systems. The standard describes a Reference Informational Model 
(RIM) – fundamental model from which all HL7 messages derive. In 2000 as a component of 
RIM, CDA (the architecture of medical documents) – has been approved – as a set of XML 
specifications for the exchange of structured medical documents. CDA HL7 version 3 allows 
through a common form the exchange of medical data related to patients between different 
subsystems of the same hospital or even of different hospitals. This HL7 standard aims to 
constitute the base for the universal registration of medical data. The project frame for 
development (HDF) HL7 version 3 represents an evolved process that tries to develop 
specifications that facilitate interoperability between health caring systems. 

Data mining, also known as knowledge discovery in databases, is the most recent 
technology for analyzing data, along with OLAP and data warehouses. Data mining refers to 
solving problems through already existing data present in the databases.  

Data mining represents an analytical process that explores a very high number of 
data in searching for some patterns or relationships between variables, then generalizes 
these results into a model, formula or branched decision tree, and finally verifies the 
correctness of the generated model through testing it on the existing data set or of a new 
one. Initially data mining was a statistical term meaning overusing of data for deducing 
inferential invalids [9]. Bonferroni’s theory warns us that in the situation that there are many 
possible conclusions some of them may be real only for pure statistics motives, without a 
physical validity. That is why the necessity of creating a new automatic instrument appeared, 
that should transform (through a corresponding procedure) different data contained in extra 
large databases into information and knowledge useful in the observing process as well as in 
decision making. In the data mining process, the data is stored electronically and the search 
is made automatically or at least completed with the help of computer [10] Defining for a 
data mining process is the fact that allows the discovery of some knowledge without prior 
formulation of some hypothesis. Through this it is not aimed the check-up, 
confirmation/information of hypothesis, but it is aimed to discover some unexpected, 
unintuitive knowledge that can contradict the intuitive perception, being completely unknown 
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at the moment of the process realization. The key elements that make Data Mining a distinct 
form of software are: [11] Automatic analyze Large or complex data sets. One of the 
attractions of data mining is that it makes possible the analysis of extra large data sets in a 
reasonable period of time. Data mining is also suitable for complex problems that imply 
relatively small groups of data but in which there are a lot of fields or variables to analyze. 
The second choice is the one that characterizes our study The discovery of 
significant patterns or trends that otherwise would pass unnoticed. 

The objective in data mining is to discover the relationships between data that can 
provide useful meanings. The data mining instruments can scan databases and can identify 
patterns, previously hidden in a single step.  

A successful example [9] is  Comparing human kinds accomplishing or not a 
certain condition has allowed the discovery of a multitude of genes that together determine 
a lot of diabetes cases. This way of extracting knowledge from data becomes important in 
the moment of building human kind. 

The process of data knowledge acquisition comprises the following steps:  
selecting and processing data;  
transforming data;  
performing some methods and techniques for extracting knowledge from data 

(patterns, models);  
validation and interpretation of results (consolidating results and obtaining the so 

called knowledge). 
The process of acquisition of knowledge is iterative because, during this process, 

the mentions steps are executed repeatedly, through recommencing of some of them. 
Although the method and techniques for extracting knowledge are applied automatically, 
the process of acquisition of knowledge from data requires human effort.   

The IT&C related elements mentioned above will be applied in all the stages of the 
project. They will be the platform for the advanced medical data processing (the discovery of 
new relationships between factors, new methods in statistical processing, etc.) in order to 
measure the cardiovascular risk factors. 
 

3. Actual knowledge stage in medicine 
 
The data accumulated in last years’ medical literature outline new very interesting 

ideas concerning the general cardiovascular diseases, in particular for the women:  
♦ Cardiovascular affections are the main cause of mortality and main cause of 

hospitalization in both genders  
♦ Because of the amplitude of cardiovascular diseases (CVD), in 1997, the European 

Commission has started and published the European Initiative for Cardiovascular 
Health; also, the European Consensus for the European cardiology and preventive medicine 
has published in 1998 recommendations and guides for cardiovascular prevention 
with the intention of stimulating the development and reviewing of the national guides for 
CVD prevention. The prevention and treatment of CVD is a national and international priority 
matter.  

♦ Cardiovascular affections kill more women than men each year; 



  
Quantitative Methods Inquires 

 

 
180 

♦ There are important differences between the appearance and the presentation way 
of CVD in women as compared to men (outlined by very large studies at Framingham, SAVE) 
and still, there is a false perception that CVD are not a real threat for women.    

♦ Therefore, the women behave differently [12] [13] concerning the affection because 
of biological risk, a far more active health monitoring for men, studies conducted 
predominantly on males, the risk attained by the lifestyle, the way of reacting to the 
workplace, psychological status, because of the way in which they perceive the symptoms 
and the treatment of the disease [14] and the behavior related to the disease; the women’s 
associated co-morbidities; previous medical assistance, the differences between women’s 
cardiovascular system as compared with that of men’s: physiological, in the CVD 
physiopathology – regarding the constituents of the atherosclerotic plaque, the endothelial 
dysfunction - as well as differences in the pharmakinetics and pharmadynamics;  

♦ For improving prevention and optimizing the CVD treatment for the women at 
menopause it is necessary to be conscious of the cardiovascular risk factors:  

♦ age and the cardiovascular affections history;  
♦ overweight or obesity  (a high corporal mass coefficient is usually associated with 

the dramatically increase in the cardiovascular risk factors [15];  
♦ arterial hypertension;  
♦ smoking;  
♦ the lipid profile for women is affected by the hormonal status (therefore, the 

estrogen maintains a high level of HDL cholesterol, increase the level of triglycerides and 
decrease the level of LDL-cholesterol);  

♦ diabetes mellitus as the enhancing factor for other risk factors (obesity, 
hypertension, and especially the hypertriglyceridemia, endothelial dysfunction), as well as an 
independent risk factor;  

♦ Physical activity – physical inactivity is more frequent in women, being a reverse 
association between this, the obesity and cardiovascular events.  

♦ Menopause – despite the increase in life expectancy to almost 80 years, the age of 
menopause has remained relatively constant. Also, there is an abrupt increase in the rate of 
mortality for post-menopause women. During a visible span of time, of almost several years, 
the estrogen deprivation effects appear, as well as the specific modifications for genital, 
osteoarticular, cardiovascular, psychosomatic, ocular, digestive and neurological systems. 
Although up to now the cardiovascular risk determined by the menopause could not 
be quantified, the alterations in vascular tonus, in the coagulation – fibrinolysis ratio for the 
seric lipoproteins are well known aterogenetic modifications. The Framingham study has 
shown that the 10 year cardiovascular disease incidence for women at post-
menopause, 50 – 59 years has been four times greater than that of women at pre-
menopause (women of the same age).  

♦ Other biochemical factors – like the cellular adhesion molecules (ICAM 1, VCAM 
1), endothelin, plasminogen-activator inhibitor 1 (PAI 1), IL 6, MCP 1, E-selectin, P-selectin, 
myeloperoxidase, Lipoprotein-associated phospholipase A2 (Lp-PLA2), sCD40L, PCR–(far less 
dosed in our country) are associated with the increase in cardiovascular risk [16]. 
Endothelial cells are not inert but rather are highly metabolically active [17] The 
endothelium plays an important role in many physiological functions, including the 
control of vasomotor tone, blood cell trafficking, haemostatic balance, permeability, 
proliferation, survival, and innate and adaptive immunity. The vascular endothelium is a 
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highly active tissue regulating vascular tone, leucocytes and platelet activation, angiogenesis, 
inflammatory response, permeability and the metabolism of vascular mediators [17-19]. 
There are many factors released  by endothelium :  vasoactive substances – 
vasodilatating substances (relaxing factor derived from endothelium, EDHF, prostacyclin, 
bradykinin, serotonin, P-substance), but also vasoconstrictive (endothelin, prostaglandin 
H2, reactive oxygen species ROS)  growth’s  modulators – with positive ( Insulin-like 
growth factor-1− Interleukin 1, growth factor derived from platelets) or negative influence 
(heparin sulphate) inflammation’s modulators – adhesion molecule (Endothelial 
leukocyte adhesion molecule –ELAM- , intracellular adhesion molecule –ICAM−,  vascular 
adhesion molecule -VCAM-), P-selectin and antibodies (major histocompatibility complex) 

 haemostatic and fibrinolysis factors . [18,20]. Endothelial dysfunction is generally 
considered a key initial event in the atherosclerosis process, preceding the development of 
structural changes in the coronary arteries [19] The endothelial dysfunction (meaning 
unbalance between vasodilators and vasoconstrictive factors, and factors produced 
by endothelial cells or affecting them [21]) sets in before the atherosclerosis and is an 
essential factor in it progression. [20]. A current tendency is the early identification of the 
endothelial dysfunction, completing the characterization of the patients from a 
cardiovascular risk point of view. The endothelium is not amenable to traditional physical 
diagnostic maneuvers of inspection, palpation, percussion and auscultation. From a 
laboratory standpoint, the endothelium continues to elude convenient diagnostic 
interrogation. The endothelium has enormous untapped potential as a therapeutic 
target [17]. 

With all this exulted attention related to the link between endothelial 
dysfunction and atherogenesis, it is well known that the present studies and dates 
are not enough for a better therapeutically approach.    

Due to the different impact of cardiovascular risk factors in men and women, 
the strategies for prevention should be treated differently for the two genders. [33].  

 
 

4. Methodology of the research 
 
The fast development of research imposes keeping a balance between the progress 

of science and aspects related to research ethics, or ethics in general.  
The study will follow more direction. Subjects will be assigned to 1 of 2 groups:  
1. patients without cardiovascular disease (men and women). The patients 

will be followed according to their age (under and over 55 years of age). Will no be included 
the patients in which we have no  capacity of sure exclusion of this condition (using usual 
tests such as cardiologic exam, ECG, and sometimes, treadmill test or Holter ECG/24 hours). 

2. patients with coronary heart disease (stable angina, old myocardial 
infarct, cardiac heart failure)- no matter gender and age.  

We will collect the information using representative sample as method. The 
participation of patients to the research activities will be made only after the individual 
informative agreement will be signed.  

The patients will be prospectively followed – successive clinical, paraclinical 
(classical cardiovascular risk factors, endothelial dysfunction markers), life’s quality 
evaluation. Regarding endothelial dysfunction will be studied proinflamator status, 
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protrombtic status and vasomotor impairment. The studies will be made in the same 
time (the data from the first study will be used as starting point for the others-relation 
between cardiovascular risk factors and for the survival free of disease estimation). In the 
same time we will create the informatic platform for efficient, secure, and orthogonal 
management of data. It will be launched a new site not only for advertising purposes, but 
also with active communication features. The software that will support our research project 
are Windows (Vista, XP) as operating systems, MS Office (2007, 2003) package, MySQL, 
PHP, XML for databases and site.At the end of first medical and QoL related evaluation, we 
will start the mathematical model conception and creation in order to estimate 
cardiovascular risk score, as a function of endothelial dysfunction. The last part of project is 
represented by the estimation, on the basis of the previously made model, of a 
cardiovascular risk score, taking into account all these parameters. 

The main purpose of the research project is cardiovascular risk evaluation, 
using new medical and modeling tools, but also creation of a cardiovascular risk 
score by introducing new variables.  
 
 

5. Results 
 
The big stages followed in the elaboration of our model are shown in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. The levels followed in the elaboration of the model 

 
In the following paragraph we detail the objectives followed at each phase: 

STAGE 4: The Designing of the software  
system (D) 

STAGE 2: The Conception, designing and 
development the software platform (C) 

STAGE 3: The Creation of an estimation  
model (CE) 

STAGE 5: The Study of HL7 compliance (S) 

STAGE 6: Perspectives (P) 
 

STAGE 1: The Evaluation of the classical 
cardiovascular risk factors (E) 
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Stage 1(E): The evaluation of the classical cardiovascular risk factors 

(overweight/obesity, smoking,  dyslipidemia, hypertension, diabetes mellitus), the 
endothelial dysfunction (intracellular adhesion molecule ICAM 1, vascular adhesion 
molecule VCAM 1, P-selectin, plasminogen-activator inhibitor 1, endothelin, tumor necrosis 
factor  TNF ά  interleukin 6 IL-6)  in: 

 patients without cardiovascular disease (men and women), under and over 55 
years of age; 

 patients with coronary heart disease (stable angina, old myocardial infarct, 
cardiac heart failure)- no matter gender and age. A descriptive, observational 
and longitudinal study will be run in order to investigate the presence of risk 
factors, the modifications of the endothelial dysfunction markers. 

A prospective, observational will be made in order to investigate cardiovascular risk factors 
and endothelial dysfunction. We will collect the information using representative sample as 
method. 

Stage 2 (C): The conception, designing and development of a software platform for:  
 The control of accuracy and confidentiality of the medical data 
 The secure management and controlled disposal of study-specific data 
 The promoting, through WEB technologies, of the goals and the achievements of 

this study 
 The achievement of a communication bridge in the national and international 

medical academic community 
 Discovering possible unknown patterns in cardiovascular diseases by using data 

mining methods or tools, data support and new approaches in modeling, 
homogenized data integration related to medical issues; Support for updating 
impressive data amount using almost automated procedures. 

Stage 3 (CE): The creation of an estimation model for the cardiovascular risk  
Stage 4 (D): The designing of a software system with a role of substitution for the 

medical experiment (by taking into account the cardiovascular risk score). 
On the basis of previous studies will be estimated a cardiovascular risk score by 

taking into consideration various parameters (personnel and familial disease, used 
medication, age, smoking, weight, height, body mass index, blood pressure, glycemia, 
cholesterol, tri-glycerides, HDL, LDL, but also ICAM 1, VCAM 1, endothelin, PAI 1, P-selectin,  
tumor necrosis factor TNF ά, interleukin 6 IL-6)).   

Stage 5 (S): The study of Health Level 7 (HL7) compliance in the perspective of 
integration in the European virtual space. 

Stage 6 (P): Perspectives and new challenges occurrence identification, not only at 
the fundamental research stage, but also at applicative level.  

 

The start of the project 
 
e-ProCord starts in May 2009. Due to the financial and time constraints this year 

we will be able to evaluate a smaller patients sample than we proposed before. Also, the 
most expensive analysis will be delayed. In these circumstances the results will be used as 
the grounding for the initial modeling purposes considering also the theoretical and previous 
similar studies’ results. The model will be confirmed or infirmed by the future investigations. 
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On the other hand, the obtained data will be considered as training tests for data mining 
tools as classifiers, clusterers, and associate makers. In our study we will compare the results 
provided by classifiers such Decision Table, NaïveBayse, ID3, and C4.5 (J48) [28], with 
different parameter settings, after data preprocessing and attribute quality evaluation (e.g. 
InfoGainAttributeEval or GainRatioAtributeEval from Weka) [10]. Then, the results will be 
compared by calculating the following performance indicators: 

True Positive (TP) Rate 
FNTP

TP
+

 – proportion of patients classified as ill from all 

the persons who are proved being ill. 

True Negative (TN) Rate 
FPTN

TN
+

 – proportion of patients classified as not being 

ill from all the persons who are not ill indeed. 
The previous indicators show the proportion of the instances classified in a class 

from all the instances confirmed being in that class by the “gold standard”. In medicine, the 
first one presents more interest (TP rate). It is also called Sensitivity (Sensibility) – 
probability of an ill subject to have a positive test –  and the second one is Specificity, which 
is the probability for a not ill subject to have a negative result on examination.  

False Positive (FP) Rate 
TNFP

FP
+

– indicates how many healthy persons are 

considered ill using the test  

False Negative (FN) Rate 
TPFN

FN
+

 – how many ill persons are considered 

healthy by our classifier.  
Precision – proportion of the instances from a class which are really classified as 

that class.  
Attributable risk (risk excess) – measures the connection’s specificity between 

risk factor and disease, being calculated as difference between the risk of expose persons 
and those of non expose person 

Success Rate (Accuracy) 
n
TNTP +

 (n represents instances) – the number of 

correct classified instances from the total number of instances 
ROC (Receiver-Operating-Characteristics) – represents a diagram on which 

every point has two coordinates (1-specify, sensibility). The indicator that resumes ROC is 
area under curve (the bigger values show that investigated test is more valuable, bringing 
more useful information).  

Kappa Statistics (Cohen's Kappa) – measures the agreement between the 
prediction and reality: 

( ) [( )*( ) ( )*( )] ,
1 [( )*( ) ( )*( )]

, , ,

tp tn tp fn tp fp fp tn fn tnK
tp fn tp fp fp tn fn tn

TP TN FP FNtp tn fp fn
n n n n

+ − + + + + +
=

− + + + + +

= = = =

 

For the beginning, we want to create an initial model, using data from an 
important study –INTERHEART [0]. The main purpose of this was to investigate the 
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relationship between cardiovascular risk factors and risk of myocardial infarction. In this 
study (which included approximately 20,000 people, mean age of 58 years), the 
investigators reported: 

∗ the prevalence of cardiovascular risk factors in controls (subjects without 
myocardial infarction) and in cases (subjects with myocardial infarction) 
∗ population attributable risk for every cardiovascular risk factor.  
We used this information to simulate datasets in order to evaluate the prediction 

capacity in one subject the disease’s presence or absence. Using Monte Carlo simulation, we 
generated tables with pseudo-random values, according to the risk factor’s prevalence and 
attributable risk and with the respect of independency between attributes.  We selected as 
risk factors current smoking, diabetes mellitus, hypertension, abdominal obesity, no diet with 
fruits or vegetables, no physical exercise, and no consume of alcohol in small quantities. We 
considered that a subject without risk factor’s presence has an attributable risk equal to one, 
and a subject in which presence of risk factor is identified has a attributable risk equal with 1 
plus the value reported (for the respective risk factor) in INTERHEART (transforming the 
percentage values in values between 0 and 1). After this, we calculated the individual 
aggregated attributable risks as a product of attributable risk for each factor. We created 
four tables with 100, 1,000, and 30,000 (two times) respectively instances. We computed for 
every dataset – using MedCalc 10.4.0.0 – the capacity of compound attributable risk factor 
to predict the disease presence in a period of time similar to referred study. The results are 
presented in Table 1. 
 
Table 1. Testing results 

 100 
instances  

1,000 
instances 

30,000 instances 
V1 

30,000 instances 
V2 

Sensibility (%) 82.7 58 60 61.4 
Specificity (%) 52 71 65 65.5 
Cut-off  value 1.337 1.55 1.5 1.52 
AUC  
(confidence 
interval) 

0.689 
(0.588-0.778) 

0.676 
(0.646-0.705) 

0.675 
(0.670-0.680) 

0.677 
(0.672-0.682) 

p 0.0003 0.0001 0.0001 0.0001 

As we can see, no matter the number of instances generated, the AUC was 
significantly different from 0.5. A cut-off value more than 1.5 is capable, in approximately 60 
percent of the cases, to identify ill people. In approximately 65% of the cases with no disease 
the test will be negative. If we consider (on the third simulation), a cut-off value equal to 
1.91, then the specificity is increasing to 90%.  

We also compared the area under curve for different risk factors with those ones 
obtained for the compound attributable risk. As we can see in Figure 2 and in Table 2, 
compound attributable risk had a bigger area under curve. In the same time, significant 
differences were registered between AUC for compound attributable risk and AUCs obtained 
for others risk factors (p<0.001).  
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Figure 2. Comparative AUCs 
 

Table 2. Risk factors comparison indicators (30,000 instances V2) 

RISK FACTOR  AUC STANDARD ERROR CONFIDENCE INTERVAL 
ABDOMINAL OBESITY 0.566 0.00332 0.560 to 0.572 
DIABETES MELLITUS 0.555 0.00333 0.549 to 0.561 
HYPERTENSION 0.586 0.00330 0.580 to 0.592 
NO_EXERCISE 0.526 0.00334 0.520 to 0.531 
SMOKING 0.590 0.00329 0.585 to 0.596 
ATTRIBUTABLE RISK  0.677 0.00311 0.672 to 0.682 

 
This model will be tested using the real data obtained during e-ProCord study.  

 

Discussion  
 
In Romania, not only that compared to the EU countries, it has a higher mortality 

rate due to the cardiovascular affections, but what is even more alarming is the fact that in 
other countries the rate is decreasing while in our country is increasing. We don’t have 
real information about cardiovascular disease evolution and tendency.  

National Program regarding Evaluation of Health Status in Romanian 
Population had as main targets to identify the prevalence of cardiovascular risk factors in 
general population, to diagnose and to monitories severe diseases in order to avoid 
premature deaths [30]. What results do we have? The survey showed that almost 15 
percents of Romanian people are at  risk for cardiovascular diseases development, that 
cardiovascular risk factors had been identified in a large number of subjects (for example 
29.26% of subjects had been diagnosed with diabetes mellitus [31]). Unlike the National 
Program, which, due to the financial aspects, did not succeed to evaluate in a complete way 
the cardiovascular risk factors, our project has as the main goal to “heal this deficiency”, 
even if using a small sample.  In the same time, we don’t have studies about relationships 
between molecular dysfunction and classical cardiovascular risk factors (depending on age, 
gender and pathology). Thus we have to try identifying the molecular differences between 
patients, in order to consider also the classical risk factors, to be able to implement an 
efficient preventive policy.  
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Conclusions 
 

So, in consideration with Romanian presented situation, we need “aggressive” 
measures for cardiovascular disease’s prevention, evaluation, control, and research projects 
like e-ProCord representing just one of the firs steps made in this field. 
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Abstract: In this work we present a large area of aspects related to the problem of sampling 
inspection in the case of reliability. First we discuss the actual status of this domain, mentioning 
the newest approaches (from a technical view point) such as HALT and HASS and the statistical 
perspective. After a brief description of the general procedure in sampling inspection, we offer 
what we did call here as „personalized procedures”: this means that we take into 
consideration the specific statistical law for time-to-failure. 
The original part refers to the construction of (n, 0) sampling plans and the use of ISO 
standard 2859 (MILSTD 105 E, the American original) in order to derive sampling plans by 
linking the AQL indicator (a defective fraction, in fact) to the hazard rate function. 
Some examples are given and necessary tables are provided also. 
 
Key words: reliability sampling plans; AQL; HALT; HASS; personalized procedures; (n,0) – 
plans; power distribution; Rayleigh law 
 

1. Preliminaries: the actual status of the problem 
 

Reliability and its main component – durability – are considered as dynamical 
quality characteristics in the sense that possible nonconformities of the underlying entities 
(products, components, systems) are put into light in the process in which these ones perform 
their functions. For instance, we may observe the exploitation of the object by a client or may 
organize specifical lab durability/reliability tests. 
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A truck company for instance, records the mileage of its „moving units” up to their 
first failure and these records may constitute a database for the reliability analysis of that 
peculiar truck brand. 

Laboratory tests are more specific since the experimenter must choose a certain 
strategy for them: to use complete or (multi) censored samples, a time-truncation procedure 
(all performed under normal or accelerated conditions) a.s.o. 

The cost element must be involved too in such test designs.  
A huge monograph of Blischke and Murthy (2000, [3]2) describes new research 

directions in this field and provides a detailed list of ISO, NATO and from other professional 
associations (e. g. SAE – Society of Automotive Engineers, U.S.A.) documents regarding 
reliability and related domains (see also an earlier work of Kochendarfer and Pabst, Jr. 
(1971) [18]). 

It is important to mention that in the TQM (Total Quality Management) frame work 
or in the recent SIX SIGMA approach (see Gupta, 2004 [12]) reliability is often considered as 
a specific technical aspect since: 

(i) does not appear directly in the manufacturing process; 
(ii) is imbedded in the design stage of an entity in a provisional form; 
(iii) the acceptance (receiving inspection) of final products is usually performed 

on the so-called static characteristics such as length, volume, pressure, voltage, hardness 
a.s.o.; 

(iv) to test and to evaluate reliability requires an adequate logistics and a 
documented statistical know-how (that is a qualified personnel). 

It is also necessary to remember that most of the complex products generated by 
nowadays industries are „mecatronic entities” – that is their structure is a combination 
between mechanical, electrical and electronic parts each one with its own degree of 
automation and self-adjustment: this structural and functional complexity needs high 
engineering techniques for testing as well as an appropriate methodology for data analysis 
since the components of a mecatronic system have their specific behaviour in exploitation. 

In this sense, the classical techniques – such as running in of various vehicles at the 
highest level of stress intensity allowed by specifications – are combined now with two new 
procedures known as HALT and HASS. Proposed by dr. Gregg Hobbs in 1995 at QUALMARK 
Corp. in Santa Clara (California) and registered as a federal mark these represent 
advanced methodologies for accelerated life-testing in order to determine as quick as 
possible the item reliability: this „quick evaluation” is needed to evaluate the possibility of a 
rapid intervention in the design stage, the goal being functional improvement (see also 
Dowling, 1999, [7]). 

HALT or Highly Accelerated Life Test means an experiment in which the objects are 
submitted to a highly accelerated test in order to estimate the durability of that kind of object 
that is its failure-free working period. 

The method is used in the design stage in order to detect weak points of the 
intended item to by mass produced, such as those probable nonconformities be eliminated 
before launching: the corrective action consists here in re-designing the product. 

HASS – or Highly Accelerated Stress Screening means an experiment in which an 
item is submitted under accelerated stress in the manufacturing stage in order to detect and 
eliminate the so-called „hidden defects”, thus, preventing them to be genetically transmitted 
by the process to future batches. 
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The elements (stresses) used in HALT and HASS procedures are rapid transitions of 
temperature and omni axial vibrations (with six degrees of freedom) – this combination of 
random vibrations and thermo-cycles being the most performing way to accelerate the 
failure mechanisms of any kind. 

The idea to combine various types of stresses in not new: the engineers working in 
the „resistence des materiaux” (T. Albert, 1829 and J. V. Poncelet, 1839 in France, P. Hodge, 
1850 in England or A. Z. Wöhlen and Z. Bauwesen, 1858, in Germany) have used this 
combination of random mechanical stresses with various temperatures in order to investigate 
the durability of metallic materials employed in railroad industry (details in Cioclov, 1975 [5] 
page 5 – 10). 

Some authors believe that this study of material strength face to various random 
mechanical and thermo stresses can be considered as the embryo of the reliability theory 
(see Bârsan-Pipu et al, 1999, [2]). 

A last remark in this context: accelerated tests are needed especially if we deal with 
very high reliable objects for which is almost impossible to wait their natural failure in order 
to evaluate numerically the underlying reliability. The exclusive usage of complete samples 
and normal conditions has proved to be in many cases time consuming, extremely expensive 
or even not very significant from a technical viewpoint (examples of such pitfalls are given in 
Meeker and Hamada, 1995, [20]). 

As regarads the receiving inspection of products for which the characteristics of 
interest is durability/reliability, we distinguish several approaches which are quite different 
since are based on distinct principles. These are: 

a) Attributive approach: viewed as the oldest and simplest one, it considers the 
durability/reliability as a measurable characteristic which can be attributivisable (an 
attribute, as for instance conforming or nonconforming). In our framework, we submit to a 
reliability test a witness batch of size N0 (non-repairable items, for example), during a fixed 
period of time (T0); then, record the number (d) of failed elements over that period and 

compute the estimated defective fraction 0d/Np̂ =  of the lot. This value ( )p̂  may by taken 

as the desired AQL needed by the ISO standard 2859 or its American variant MIL STD 105 E 

in order to employ for instance single sampling plans ( )1AR|An, += , where A and R are 

acceptance and rejection numbers (see Iliescu, 1982, [13]). 
The major advantage of attributive method is its simplicity: one has to compare the 

number (d) of failed items in a sample of size (n) – this one given by the standard, with the 

acceptance number A. If Ad ≤  the lot is accepted – otherwise, that is 1ARd +=≥ , the lot 

is rejected (this is the case of single sampling plans). 
The main disadvantage in this case is the reductionism itself of the method: it does 

not take into account the specific law for failure behaviour, which is a key element in 
reliability evaluation (Cătuneanu – Mihalache, 1990, [4]). 

As a consequence, the so-called personalized procedures have been devised and 
these acceptance schemes use effectively the statistical distribution of time-to-failure. 

b) Average operating time approach: this procedure takes into consideration a 
specific time-to-failure law and establishes acceptable and unacceptable values for mean 
operating time. Using a sample of size (n) and an acceptable number A (which may be a 
minimum member of hours of failure-free operation, considered acceptable), the lot will be 
accepted or rejected in comparison with this number. 
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c) Hazard rate approach: the procedure is similar to the above one, the fixed 
values being of hazard (failure) rate. 

d) Sequential approach: we have in mind Abraham WALD’S procedure which 
can be applied in both cases – attributive and variable ones (see Wald, 1973, [23]). 

In this paper we shall propose another procedure, namely linking the fraction 
defective (p) with the hazard rate, obviously taking into account the specific form of time-to-
failure distribution. 
 

2. The general procedure 
 

Attribute sampling inspection may be performed regardless the very nature of 
quality characteristic tested: static or dynamical one. There are considered two proportions P1 

and P2 of product units, first acceptable with 0,95α1 =−  probability (that is 05,0α = ) and 

the second one acceptable with a lot smaller probability, usually .10,0β =  We may have 

also βα = . The problem consists in determining the sampling plan (n, A) where n is the 

sample size and A is the acceptance number. To find n and A we proceed as follows: 
(i) from the relationship (see Baron et al, 1988, [1]). 

2
;

2
;1

1

2

P
P

m

m

α

β

χ
χ −=  (1) 

where 2
;mεχ  is the ε  - quantile of the chi-square distribution with m  

degrees of freedom (see [13]), we approximate „the best m” for which (1) is fulfilled. 
 

(ii) the acceptance number A is given by 

,1
2
mA ⎥⎦

⎤
⎢⎣
⎡ −=  where [ ] is the integer part (2) 

(iii) the sample size (n) is furnished as 

( )

1

2
1A2α;

P2
χ

n +=  (rounded to the nearest integer) (3) 

 

Example: if we take P1 = 0,25% and P2 = 1,75% and 05,0βα == , based on 

chi-square tables, we get 
 

A 1 2 3 4 5 6 7 8 

P2/P1 13 7,5 5,7 4,6 4,0 3,6 3,3 3,1 

  
Since P2/P1 = 1,75/0,25 = 7, hence the nearest value is 7,5 for which we extract A = 

2. If m = 2 (A + 1) = 6, we shall obtain 

327
005.0
635.1

0025.02
n

2
6;05.0 ==

×
=

χ
 (units) (4) 

Therefore, the sampling plan is (n = 327, A = 2) which seems to be not very 
economical (since n is quite large) for an expensive testing. 
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3. Personalized procedures 
 

We shall consider now the time-to-failure model, namely the mathematical object 

( ) [ ) ( ){ }k1,jR,θ,θ,θ,θθ,0,t,θt;fT jn21 =∈=+∞∈ …  (5) 

we have ( ) ( )∫
∞

=≥∀≥
0

1dtθt;f,0t0,θt;f . 

Here, T is the continuous random variable which represents the time-to-failure 
behaviour. The simplest model is considered: 
 
3.1. The exponential model 

This is described by the density 

( ) ( ) ( ) 0θ0,t,t/θexp1/θθt;f:T >≥−=  (6) 

where θ  has the significance of average durability, since ( ) θTE =  and its inverse is just the 

hazard rate ( ) ( ) ( )θt;/Rθt;fθt;h =  where ( ) ( ) ( )t/θexpθt;F1θt;R −=−=   

is the reliability function. 

In this case we shall fix two values for E(T), namely 1θ  (acceptable mean-life with α1−  

associated probability, 1α0 << ) and 2θ  (undesirable mean-life with β  associated 

probability 1β0 << ) where usually 0,05α =  and 0,10β = . 

If we will employ an „r out of n” durability test, that is we will obtain a censored sample 

nttt 2n1n ≤≤≤ …  nr <  (7) 

the average life estimate is 

( ) ⎥⎦
⎤

⎢⎣
⎡ −+= ∑

=
rn

r

1i
inrn trnt

r
1θ̂  (8) 

(see [1], vol. I, page 532). 
The acceptance numbers are as below 

2r
χθ

A
2
α;2r1

1

⋅
= , if we adopt producer’s risk variant or 

 

2r
χθ

A
2
β;2r-12

2

⋅
= , if we prefer customer’s risk variant. 

The decision to accept the lot is taken if 1rn
Aθ̂ ≥  or 2rn Aθ̂ ≥ . 

Example: Let 1000θ1 =  (hours), 05,0α =  and r = 4 when the sample size in 

n = 26 units (we work using producer’s variant). From chi-square tables ([1]) we find 

733.22
8;05.0 =χ  and hence 3428/733.21000A1 ≈×= . 

Suppose that the average mean-life was 960θ̂ rn =  (hours). Since 1rn Aθ̂ > , the 

underlying lot is accepted with confidence level of 95%. 
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3.2. The Weibull model 
Proposed in 1951 (see [24]) by a Swedish military engineer, Wallodi WEIBULL 

(1887 – 1979), this model is considered as a generalization of exponential and Rayleigh 
laws (see Isaic-Maniu, 1983, [14]). Its density is 

( ) ( ) ( ) 0k0,t,/θtexptk/θkθ,t;f:T k1k >≥−= −  (9) 

and has the following average value 
 

( ) ( )1/k1ΓθTE 1/k +⋅=  where from 
( )

( )

1/k

1/k1Γ
TEθ ⎥

⎦

⎤
⎢
⎣

⎡
+

=  (10) 

Here ( ) dtteuΓ 1u

0

t −
∞

− ⋅= ∫  is the well-known Gamma function (see Dorin et al, 

1994 [6], page 239 – 244). 
If p = p0 is the proportion of nonconforming objects, then 

( )
( ) ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎦

⎤
⎢
⎣

⎡ +⋅
−−=

k

0 TE
1/k1Γtexp1p  (11) 

where θ  has been replaced by its expression from (10). 
Hence, we deduce 

( )
( )[ ]
( )1/k1Γ

p1ln
TE
t 1/k

0

+
−−

=  (12) 

and taking t = T0 as testing time (expressed usually in hours) we can compute T0/E(T) if k and 
p0 are known. 

As it has been shown in [22, page 112] this approach leads often to large sample 
sizes, which is not always convenient. 

This handicap could be eliminated by constructing (n, 0) type sampling plans, that is 
plans where the acceptance number is zero. 
 
3.3. The Gamma model 
A random variable T has a Gamma density function if 

( ) ( ) ( ) 0kθ,0,t,/θtexp
θ
t

kΓθ
1kθ,t;f:T k

1k

>≥−⎟
⎠
⎞

⎜
⎝
⎛⋅=

−

 (13) 

It is also a generalization of the exponential one (for k = 1), we get 

( ) ( ) ( ) 0θ0,t,t/θexp1/θθ,1t;f >≥−= ). 

The average life is in this case kθ  E(T) = . If the shape parameter k is known, then 

if we fix an acceptable mean-value 0kθ  and a testing time T0, such that with a given 

probability P, the average durability be al least 0kθ , using the ratio 00 /kθT  and P, one may 

deduce the needed sample size to perform the test (details in Gupta and Groll, 1961 [11] or 
Vodă, 1981 [22], page 116 – 119). 

Example: Suppose that we give A = 0 (the acceptance number) P = 0.95, k = 

2 and the average-life 000.10kθ0 =  (hours) – that is 000.5θ0 = . If T0 (testing time) is 

1.000 hours, then 10.0/kθT 00 = . From the below table (reproduced from [22] page 119) 

we detect n = 170 units. Therefore 
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a) a sample of n = 170 item are submitted to a test over the period of  
T0 = 1.000 hours; 
b) if there are no failures during this testing period, the lot is accepted; 
c) if there exists at least one failure, the lot is rejected, since the acceptance number 

is zero. 
 

T0/kθ0 

4 
1.0 0.05 0.10 0.05 

0 4 10 170 639 
1 6 16 269 1013 
2 9 22 358 1444 
3 11 27 411 1655 

 

4. (n, 0) – type sampling plans 
 

These plans, no matter which are the other input elements are invariantly based on 
the zero acceptance criterion, that is always A = 0. 

A way to construct such plans is to fix in advance the following elements: testing 
time T0, lower bound for reliability R(t) evaluated for t = T0 or a lower bound for the average 

lifetime E(T) and the consumer risk β . 

This procedure has been described in a series of research reports of SVÚSS (Státny 
Výzkumný Ústav pro Stavbu Strojů/Běchovice, ČSSR – State Research Institute for Machine 
Construction/ Běchovice, former Czechoslovakya – see Drimlová (1970 [8], 1973 [10]) and 
Drimlová and Žaludová (1971) [9]) and it was applied for the exponential law. In this case a 

lower bound for the reliability ( ) 0θ0,t,cθt;R t/θ >≥= −  may be easily obtained from a 

limit fixed for the mean durability, since ( ) θTE = . 

The sample size is given as 

( )00 /θTexp
βlnn

−
−

=  (14) 

where 0θ  is the acceptable value for E(T). 

 

Example: Take T0 = 100 (hours) and Rlower (100) = 0.90 and 10.0β =  (or 

10%). Since - 302.2βln ≈ , we get easily 2310.0/3.2n =≈  units. Hence, the sampling 

plan is (n = 23, A = 0). 
For the Weibull law, taking account the results from § 3.2. and § 3.3., we get 

( ) ( )
k

lower

k/11
TE
T

βlnn

⎥
⎦

⎤
⎢
⎣

⎡
+Γ⋅

−
=  (15) 

where E(T)lower is the mean lifetime which we wish to accept with β  probability. If the sample 

exhibits a smaller value for E(T) then E(T)lower, the lot is rejected with ( )β1−  probability (in 

this model, the shape parameter k is assumed to be known). 
 

Example: Let us consider a Rayleigh distribution (which is a Weibull one for k = 
2 – see for details the present authors 1998 [16]). We wish to reject batches with a mean 
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durability less than 2000 (hours) with a 90% probability (that is 10.0β = ). The testing time 

was fixed as T0 = 500 (hours) and obviously, A = 0. 

In the next table, we present some values of (n) for various β  and T0/E(T), using 

formula (15). 
 

T0/E(T) β  
0.1 0.2 0.4 0.8 

0.05 382 95 24 6 
0.10 293 73 18 5 

 

In our case, T0/E(T) = 500/2000 = 0.4 and we have for 10.0β =  the sample size n 

= 18. units. Therefore the sampling plan is (n = 18, A = 0). 
For the power distribution, namely 

( ) 0δb,t0,
b
tbδ,t;F:T

δ

>≤≤⎟
⎠
⎞

⎜
⎝
⎛=  (16) 

which is a generalization of the uniform one (which is obtained for 1δ = ) or a peculiar case 
of Sedrakian’s one (see Sedrakian, 1968 [21] or the present authors, 1995 [15]): 

( )
kδ

c-b
c-t11kδ,c,b,t;F:T

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−−=  (17) 

where 0kδ,b,tc0 >≤≤≤  (the power form is recovered if c = 0 and k = 1), we have 

immediately for (16): 

( )
1δ

δbTE
+

=  and ( )
( ) ( )2δ1δ

δbTVar 2

2

++
=  (18) 

Hence, if δ  is known, if we fix a lower acceptable bound for E(T), we get 

( )lowerlower TE
δ
δ1b ⋅

+
=  (19) 

and taking into account the results from [22 page 114], we finally obtain 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

+

=
δ

1δ
δΔ-1ln

βlnn  (20)  

where ( )lower0 T/ETΔ =  

In the below table we offer some values for n given some Δ  and 

23/2;δand0.100.05;0.01;β == . 

 

Δ = T0/E(T)lower α β 
0.2 0.4 0.6 0.8 

0.01 54 18 9 5 
0.05 70 23 12 7 

 
3/2 

0.10 108 36 18 11 
0.01 128 31 13 6 
0.05 167 40 17 8 

 
2 

0.10 256 62 26 13 
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Example: Assume that 2δ =   and we with to reject batches with a mean 

lifetime less than 3000 (hours) with a 99% probability (hence 0.01β = ). The testing time T0 

is 600 (hours). 

We have 2.03000/600 ==Δ  and for 2δand0.01β ==  we read in the table    

n = 128. Therefore the plan is (n = 128, A = 0). 
 

5. The use of MILSTD 105 E 
 

As we said in § 1, the attributive sampling in practice makes use of the well-known 
document MILSTD 105 E or ISO variant ISOSTD 2859 (see Iliescu, 1982, [13, page 162 – 
180]). 

This standard does not refer to purely reliability elements such as testing time, 
failure/hazard rate, MTBF (Mean Time Between Failures), EOT (Effective Operating Time) 
a.s.o. (for specific English acronyms used in reliability theory, see Kovalenko, 1975 [19, page 
437 – 466]). The items are simply divided into two classes: conforming and 
nonconforming/defective ones – no matter what indicator is considered. 

In this paragraph we shall construct sampling plans by linking the lot defective 
fraction (p = AQL) with the specific hazard rate of those objects, using some input elements 
of MILSTD 105 E such as lot size (N), code-letter (CL) which will lead to the sample size (n). 

Our approach assumes that the failure model is of the type 

( ) ( ) ( )[ ]θt;expθt;θt;f ϕϕ −′=  (21) 

where ( ) 0θt; ≥ϕ  for every 0θand0t >≥  and 

( ) 1dtθt;f
0

=∫
∞

 (22) 

The form (21) provides the distribution function 

( ) ( )[ ]θt;exp1θt;F ϕ−−=  (23) 

the defective fraction p being just ( )t;θe1p ϕ−−= . 

Taking logarithms, we have 

( ) ( )θt;p1ln ϕ=−−  (24) 

and since the hazard rate is ( ) ( ) ( )θt;/Rθt;fθt;h =  

where ( ) ( ) ( )[ ]θt;expθt;F1θt;R ϕ=−= , we obtain ( ) ( )θt;θt;h ϕ′=  and therefore (24) 

becomes  

( ) ( ) ( ) ( )θt;θt;hp1lnθt;- ϕϕ =−′  (25) 

If we take now ( ) 2tθθt;- =ϕ , then ( ) 0θ0tt,θ2θt;h >≥=  which is just the 

classical Rayleigh hazard rate (see Bârsan-Pipu et al, 1999 [2, page 91)). 
In this case (25) has the form 

( ) ( )θt;htp1ln2 ⋅=−−  

Consider now the simplest situation when we know N (the lot size), T0 (the testing 

time – assumed to be the life span of the items) and the acceptable hazard rate ( )θt;h  for t 

= T0, expressed in failures per hour. 
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In order to ease the computations, we present some values of  ( )θt;ht100 ⋅  linked 

with some preferential AQL values listed in MILSTD 105 E (table II A) – see also 
Kirkpatrick, 1970 [17, page 363]). 
 
Table (*) 

AQL 
(%) 

0.15 0.25 0.40 0.65 1.0 1.5 2.5 4.0 

( )θt;ht100 ⋅  0.30 0.50 0.80 1.30 2.01 3.02 5.6 8.16 

 
In these instances, the sampling procedure is the following: 
1) Knowing N (lot size – let’s say N = 930 units) and using the general inspection 

level II (suggested in most of the cases by the standard – see Table I „Sample size and code 
letters”, [17, page 362]), we find the code letter CL = J; we shall denote IL as inspection 
level. 

2) from Table II A „Single sampling plans for normal inspection” (already 
mentioned) we have to draw from the lot a sample of size n = 80 units which will be 
submitted to the test. 

3) assuming that the testing time is T0 = 1000 (hours) and the acceptable hazard 
rate for T0 is h (1000) = 0.000003 failures/hour, we deduce 

100 T0 h (T0) = 100 ×1000 × 0.000003 = 3.0 
and from the table (*) we see that the nearest value is 3.02 wich indicates AQL = 

1.5%. 
4) with CL = J and AQL = 1.5%, from the same table II A we read the acceptance 

number A = 3 (consequently, the rejection one is R = A + 1 = 4). 
Therefore, during the testing period T0 = 1000 (hours) we shall observe the number 

(d) of failed elements from the sample (n = 80 units). If 3Ad =≤ , the lot is accepted – 

otherwise (that is 4Rd =≥ ) the lot is rejected. See the below scheme: 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 

N 

+ 

IL = II 

100 T0 h (T0) CL 

n 

Table I 

Table II A 
MILSTD 105 E 

AQL 

Table (*) 

A; R=A+1 

Table II A 

DECISION 

d ≤ A d ≥ R 

Acceptance Rejection 

 

Sampling plan 
(n, A | T0) 

Record d = number of failed items 

+ 
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Abstract: This paper is a generalization of our previous publications [2,19-20] where some 
newly developed models of the harmonization theory, together with various practical 
applications, have been outlined. The goal of the paper under consideration is to describe in 
depth both the general concepts of the harmonization theory and the fitness of the latter by 
citing an example from a widely used class of stochastic network projects (PERT-COST models).  

Harmonization theory is a multi-parametric optimization model in order to maximize the 
system's utility as a generalized quality measure of the system's functioning. We have 
implemented all the principles of the developed theory in a PERT-COST project and have 
outlined all the mechanisms to evaluate the project's utility. A numerical example is presented. 
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1. Introduction 
 

In recent years problems associated with developing various quality concepts have 
been discussed extensively in scientific literature. However, numerous publications refer 
mostly to quality control, which is usually applied to products and services. As a matter of 
fact, the existing quality techniques, including the developed utility theory [13-15, 21]6, are 
not applicable to technical and organization systems, which are actually supervising and 
monitoring the process of the systems’ functioning: all those models are restricted to solving 
market competitive problems alone. Thus, nowadays, the existing utility theory centers on 
analyzing the competitive quality of organization systems’ outcome products rather than 
dealing with the quality of the systems’ functioning,  i.e.,  with organization systems in their 
entirety. This may result in heavy financial losses, e.g. when excellent project objectives are 
achieved by a badly organized project’s realization. 

 
Thus, a conclusion can be drawn that the existing utility theory cannot be used as 

the system’s quality techniques.  In order to fill in the gap, we have undertaken research in 
the area of estimating the quality of the system itself, e.g. the system’s public utility. We will 
consider a complicated organization system  which functions under random disturbances.  
Such a system usually comprises a variety of qualitative and quantitative attributes, 
characteristics and parameters, which enable the system’s functioning. The problem arises to 
determine a generalized (usually quantitative) value  which covers all essential system’s 
parameters and can be regarded as a system’s qualitative estimate.  We will henceforth call 
such a generalized value  the system’s utility. 
  

The backbone of this paper is: 
 

• to formalize the multi-parametric harmonization model  in order to maximize the 
system’s utility as a generalized quality measure of the system’s functioning, and 

 
• to develop the techniques of the harmonization problem to estimate the stochastic 

network project's utility. 
 

To develop the corresponding techniques we suggest to take into account the basic 
parameters,  which actually form the utility of the system -  validity,  reliability,  flexibility,  
cost,  sensitivity,  forecasting  (timeliness),  etc. We suggest subdividing the basic parameters 
into two sub-sets: 
 

• independent parameters, where for each parameter its value may be preset  and 
may vary independently on other parameters’ values,   and 

 
• dependent parameters whose values may not depend uniquely on the values of 

independent parameters. 
 

We suggest a multi-stage solution of harmonization problems. At the first stage a 
look-over algorithm to examine all feasible combinations of independent basic values, is 
implemented. The independent parameters' values obtained at that stage are used as input 
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values at the second stage where  for each dependent parameter  a local subsidiary 
optimization problem is solved in order to raise the system's utility as much as possible.  
Solving such a problem enables the  solely dependence  of the optimized value on any 
combination of independent input parameters. At the next stage the system's utility value is 
calculated by means of basic parameters' values obtained at the previous stages, with 
subsequent search for the extremum in order to determine the optimal combination of all 
basic parameters' values delivering the maximum to the system's utility. 

The structure of the paper is as follows. In Section 2 the general concepts and 
definition of the harmonization theory are presented, while Section 3 considers the 
harmonization's model optimality. Section 4 presents the PERT-COST project's description. In 
Section 5 harmonization model for PERT-COST projects is formulated, while Sections 6 and 7 
provide both the model's heuristic solution and the partial harmonization model. In Section 8 
a step-wise procedure to control a PERT-COST network project by means of harmonization is 
presented. Section 9 presents applications in a real design office while in Section 10 
conclusions are outlined. In the Appendix, terms to be used in the paper, are presented. 
 

2. General  Concepts  and  Definitions 
 

Consider a complicated organization system which functions under random 
disturbances. Such a system usually comprises a variety of qualitative and quantitative 
attributes, characteristics and parameters, which enable the system’s functioning. The 
problem arises to determine a generalized  (usually quantitative) value  which covers all 
essential system’s parameters and can be regarded as a system’s qualitative estimate, 
namely, the system’s utility. 
 

We will require some new definitions. 
 
Definitions 
 
I. Call the  system's model  sM   a formalized description of the system's structure as 

well as the system's functioning.  sM   usually comprises the logical links between the 

system's elements,  decision-making rules,  various random parameters,  etc.  For 

project management systems various  sM   may be used,  e.g. PERT-COST models  [6, 

9-12],  GANTT chart models  [21],  CPM models  [4, 6],  GERT models  [6],  etc.  PERT-
COST network models which are widely used in project management  [11-12],  are 

used as  sM   in our paper.  Such a network model is actually a graph type simulation 

model comprising activities with random durations.  The p.d.f. of each activity duration 
depends parametrically on the budget value assigned to that activity. 
 

sM   usually comprises all the basic parameters  (see below)  which have an influence on 

the system's utility. 
 
II. Call a quantitative parameter entering the system a  basic parameter  on condition 

that changes in the parameter result in changing the system’s utility.  Note that the 
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restriction value for any basic parameter is, actually, the  worst permissible value  that 
may be implemented into the system.  The set of basic parameters, together with the 
corresponding restriction values, are externally pregiven. 
 

III. Call the system’s utility which corresponds to the pregiven restriction values for all 
basic system’s parameters,  the  basic utility.  Denote henceforth the basic utility by  

0U .  Value  0U   is externally pregiven as well. 

 
IV. Call the direction of changing a basic parameter’s value  which results in increasing 

the system’s utility,  a  positive direction,  and vice versa.  Call the change of the 
system’s utility caused by altering a parameter by its unit value in the positive 
direction, a  local  parametric utility.  Denote henceforth the additional local 

parametric utility for the k -th basic parameter by  0k >α .   Parametric utility values 

are also pregiven externally. 
 

Denote henceforth the pregiven restriction values for each basic k -th parameter 

kR , nk1 ≤≤ ,  by 0kR ,  correspondingly. 

 
V. Note that to solve the harmonization problem,  we need to define for each  k -th basic 

parameter its  best  values which by no means can be refined.  Denote those values 

which are externally pregiven,  by   00kR ,  correspondingly. 

 
VI. Call the basic 1n  system’s parameters which can be pregiven  independently  from 

each other,  independent basic parameters. 
 

VII. Call other 12 nnn −=  basic system’s parameters  dependent basic parameters. Thus, 

the basic parameters can be subdivided into two groups:  independent and 
dependent parameters.  The latter do not depend uniquely on the preset values of 
independent parameters. Moreover, a combination of independent parameters may 
correspond to numerous different values  (sometimes to an infinite number)  of a 
certain dependent parameter.  If, for example,  a  PERT-COST network project is 
carried out under random disturbances,  setting the cost value  (assigned for the 
project)  and the time value  (in the form of the project’s due date)  does not define 
solely the value of the project’s reliability,  i.e.,  its probability to meet the deadline on 

time. This is because the budget value C  assigned to the project has to be 
reallocated beforehand among the project activities in order to start processing the 
latter. Each budget reallocation results in a certain project's reliability and, thus, 
different feasible (but non-optimal!)  reallocations correspond to different non-optimal 
reliability values.  However, for the same preset independent basic parameters -  cost 
and time values -  it is possible to maximize the project’s reliability by means of  
optimal budget reallocation among the project's activities. 
 

Thus, we suggest to implement a  solely dependency  of each dependent basic 
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parameter on the combination of independent input values by means of a subsidiary 
optimization procedure  (heuristic,  simulative, approximate) in order to maximize the 
system's utility for the fixed combination of independent parameters and the optimized 
dependent parameter. 
 
VIII. Call a  partial harmonization problem  jPHM   an optimization problem  (analytic,  

simulative,  heuristic)  which on the basis of preset independent basic parameters  

delivers an optimum value to a dependent basic parameter  jR   in order to 

maximize the conditional system’s utility.  Thus,  a  PHM   enables the solely 
dependence of a dependent parameter from independent ones. 
 

IX. We suggest to calculate the system's utility by 
 

( ) ( ) ( ) ( )∑∑
==

⋅+⋅=
21 n

1j

dep
j
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j

n

1i

ind
i

ind
i RRU βα ,    1ni1 ≤≤ ,  

12 nnnj1 −=≤≤ , 
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 where 
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R,...,R   -  independent basic parameters; 
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1 2

R,...,R   -  dependent basic parameters. 

 

Denoting by  
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j
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ij RRPHM =

⎭
⎬
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⎨
⎧ ,  2nj1 ≤≤ ,  a partial harmonization 

model,  we finally obtain 
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 Value  U   may comprise both analytic  jPHM   as well as jPHM   based on 

simulative modeling.  In some cases  jPHM   can be based on subjective decision-

making. 
 
 

3. Harmonization's  Model  Optimality 
 

The harmonization problem is as follows: determine optimal values  nk1,Rk ≤≤ ,   

to maximize the system’s utility 
 

{ }
∑
=

−⋅+=
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α  (3) 

 
subject to 
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{ } { }00k0kk00k0k R,RMaxRR,RMin ≤≤ . (4) 

 

Since  0U  remains constant,  the objective can be simplified as follows 

 

{ }
{ }∑

=
−⋅

n

1k
0kkkR

RRMax
k

α  (5) 

 
subject to  (4). 
 

Problem (3-5) is a very complicated optimization problem  which usually does not 
provide analytical estimates. 
 

Let us analyze the general harmonization problem in greater detail.  Since 

independent basic parameters  ( )ind
iR   serve as input values which can be optimized by 

means of a search algorithm,  the harmonization problem’s solution suggests itself as a 
combination of two sequential problems: 
 

• to determine an optimal combination of independent basic values  ( )( ){ }optind
iR   by 

means of a lookover algorithm  that checks the feasibility of each possible 
combination  (Sub-Problem I),    

 

• to solve all the partial harmonization problems by means of  ( ){ }ind
ij RPHM   (Sub-

Problem II),  and 
 

• to facilitate a search for the extremum in order to  maximize utility value  (2). 
 
Theorem 

Optimal values  ( )opt
kR ,  nk1 ≤≤ ,  in problem  (4-5)  satisfy 

 
( ){ } ( )( ){ } ( )( ){ }optind

ij
optind

i
opt
k RPHMRR ∪≡  . (6) 

 
Proof 

Assume that  ( ){ }opt
kR   dose not satisfy  (6),  i.e.,  there exists a combination 

 

{ } ( ){ } ( ){ }'dep
j

'ind
i

'
k RRR ∪≡   (7) 

 
which satisfies  (5)  and does not coincide with  (6).  Note,  first,  that relation 
 

( ){ } ( ){ }'ind
ij

'dep
j RPHMR ≡   (8) 
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holds,  otherwise the combination  { }'kR   may be improved by substituting  ( ) 'dep
jR   for  

( ){ }'ind
ij RPHM .   This,  in turn,  contradicts relation  (5).  Secondly,  relation 

 
( ){ } ( )( ){ }optind

i
'ind

i RR ≡   (9) 

 

holds as well,  since values  ( )( ){ }optind
iR   have been obtained by means of an 

optimal lookover algorithm  which checks all possible combinations  ( ){ }ind
iR ,   including  

( ){ }'ind
iR .   Thus,  our assumption proves to be false  and combinations  (6)  and  (7)  fully 

coincide.  
 
The proved theorem enables solution of problem  (4-5)  by means of a sequential 

solution of  Sub-Problems I  and  II.  However, if, due to the high number of possible 

combinations ( ){ }ind
iR , solving both problems on a lookover basis requires a lot of 

computational time, we suggest a simplified heuristic algorithm as follows. 
 

Since practically most partial harmonization models jPHM  (see, e.g. [1]) for 

organization systems are complicated  non-linear  functions of independent parameters  
( ){ }ind
iR ,  determining the optimal system's utility results in implementing the theory of 

unconstrained optimization for non-linear problems. As outlined in [18], the most effective 
and widely known methods for maximizing a non-linear function of several variables, e.g. 
the gradient method, the Newton's method, the conjugate direction method, etc., cannot be 
carried out without determining the gradient vector at each search step. However, solving 
the gradient equation for partial harmonization problems based on simulation models 
comprising stochastic programming constraints leads usually to futile computational efforts. 

 
Thus, a conclusion can be drawn that more attractive and at the same time more 

realistic approximated algorithms have to be implemented.  According to the general 
recommendations outlined in  [18]  we have replaced the precise lookover algorithm  (Sub-
Problem I)  by the cyclic coordinate search algorithm  (CCSA).  The latter optimizes the non-
linear function of independent parameters cyclically,  with respect to coordinate variables. 
The cyclic coordinate algorithm has been applied in many Production and Project 
Management problems [1, 11-12, 19]. 
 

4. The  PERT-COST  Project's  Description 
 

A PERT-COST project ( )ANG ,  [1, 9, 11-12, 21] is characterized by the following 

parameters: 
 

• the budget C  assigned to the project which has to be redistributed among the 

project’s activities; 
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• the due date D  for the project to be accomplished; 
 

• the project’s reliability R ,  i.e.,  the probability of meeting its due date on time 

subject to the pre-assigned budget C . 

 
It can be assumed that for each activity time duration its density function depends 

parametrically on the budget which is assigned to that activity. 
 
A conclusion can be drawn from various studies in PERT-COST [3-7, 9, 12, 16-17, 

23-25] that for most activities  ( )j,i   entering the network model,  their random time 

duration  ijt   is close to be inversely proportional to the budget  ijc   which is assigned to 

that activity.  Thus,  three different distributions may be considered: 
 

• random activity durations are assumed to have a beta-distribution, with the 
probability density functions (p.d.f.) as follows: 
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a = ,  ijA   and  ijB   being pregiven constants for each 

activity  ( )j,i   entering the PERT-COST network model. 

 
• random activity durations are assumed to be normally distributed with the 

p.d.f.  ( )2,aN σ  
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where the mean value  a   and the variance  2σ   are calculated by 
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• random activity durations are assumed to be distributed uniformly in the 
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⎟
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. (13) 

 
In the problem under consideration all those cases will be examined. 
 
The following restrictions will be implemented in the model: 

 

• 0CC ≤ ,  where  0C   is the maximal permissible budget to be assigned to the 

project; 
 

• 0DD ≤ ,  where  0D   is the maximal permissible due date to be accepted by the 

project management; 
 

• 0RR≥ ,  where  0R   is the least permissible reliability of meeting the project’s 

deadline on time,  i.e.,  the minimal probability of accomplishing the project before 
its due date. 

 

Besides those  worst  permissible pregiven values  0C ,  0D   and  0R ,  one can 

define the  best  pregiven possible correspondent values  - the minimal budget  00C   to be 

assigned to the project,  the earliest due date  00D   (there is no need in accomplishing the 

project before 00D ),  and the maximal reliability value  00R   (usually  1R00 = ).  It can be 

well-recognized that any project values  C ,  D   and  R   satisfy 
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 (14) 

 

5. Harmonization  Model  for  PERT-COST  Projects 
 

Using general relations (1-5) and (14) for the case of a PERT-COST project,  we 
suggest to evaluate the project’s utility by 
 

[ ] [ ] [ ]0R0D0C RRDDCCU −⋅+−⋅+−⋅= ααα , (15) 

 

where  0C ,  0D   and  0R   are the least permissible budget,  due date and reliability values 

which can be implemented in a PERT-COST project,  while values  C ,  D   and  R   are the 

corresponding current values for a project under consideration.  Linear coefficients Cα ,  Dα  

and Rα  define additional partial utilities which the project obtains by refining its 

corresponding parameter by a unit’s value.  Note that parameters  C   and  D   are 
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independent parameters since they can be preset beforehand independently on each other, 

while parameter  R   is practically defined by values  D   and  C   and,  thus,  is a 

dependent parameter. 
 

The multi-parametrical harmonization model is as follows: determine optimal non-

contradictive project parameters  ( )optC ,  ( )optD   and  ( )optR   resulting in the maximal 
project’s utility 
 

{ }
( )

{ }
( ) ( ) ( ){ }0R0D0C0

R,D,CR,D,C
RRDDCCUxaMGUxaM −+−+−+= ααα  (16) 

subject to 
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0
opt

00 RRR ≥≥ . (19) 

  

Note that since the basic utility  0U   is a constant value which remains unchanged,  

it may be canceled and,  thus,  the harmonization model satisfies 
 

{ }
( )

{ }
( ) ( ) ( ){ }0R0D0C

R,D,CR,D,C
RRDDCCxaMGUxaM −+−+−= ααα  (20) 

 

subject to  (17-19).  Values  C ,  D   and  R   are called  non-contradictive  if budget  C   

can be reassigned among the project activities to satisfy 
 

( ){ } RDGTPr
ijc

=≤  (21) 

 
subject to 
 

( )
∑ =
j,i

ij Cc . (22) 

 

6. The  Model's  Solution 
 

Solving problem  (17-20)  can be carried out by solving two sequential problems:  

to determine an optimal budget value  C   and an optimal due date  D   (Sub-Problem 1)  

and to carry out the  PHM   (Sub-Problem 2). 
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Sub-Problem 1  centers on determining an optimal couple  ( ) ( )( )optopt D,C   by 

means of a look-over algorithm that checks the feasibility of each possible combination  

( )D,C .  If the number of combinations is high enough and taking into account that: 

 

• each combination requires a  PHM  solution,  and 
 

• Sub-Problem 1  is a NP-complete one  [8, 22], 
 
- solving both problems on a look-over basis requires a lot of computational time.  To avoid 
this obstacle,  we suggest a two-level high-speed approximate heuristic algorithm.  At the 
upper level a heuristic simplified search procedure,  e.g. a cyclic coordinate search algorithm 
(CCSA) [1, 18],  has to be carried out in the two-dimensional space in order to determine an 

optimal combination ( )D,C .  At the bottom level,  a heuristic high-speed procedure to 

optimize the partial harmonization model  D,C
PHM   with independent input values  C   

and  D ,  has to be implemented.  Thus,  we substitute objective  (20)  by 
 

{ } ( ){ }R,D,CUD,C
PHMD,CCCSAxaM

D,C
⇒∪ , (23) 

 

where  ∪   stands for a unification sign. 

 

7. Partial  Harmonization  Model 
 

As outlined above, parameters  C   and  D   are input values of PHM Problem 2 as well as 

values minijc ,  maxijc ,  ijA   and  ijB ,  ( ) ( )A,NGj,i ⊂ .  The problem is as follows:  

determine optimal reassigned budget values  ijc   for each activity  ( ) ( )A,NGj,i ⊂ ,  to 

maximize the project’s conditional reliability,  i.e., 
 

{ }
( )

( ){ }⎥⎦
⎤

⎢⎣
⎡ ≤

∑ =
DGTxaM

ij

ji
ijij

c
Ccc

Pr

,
,

 
(24) 

 
subject to 
 

maxijijminij CCC ≤≤ , (25) 

   

( ) ( )
∑
⊂

=
A,NGj,i

ij Cc . (26) 

 
Model (24-26) is outlined in several previous publications [1, 9, 11, 19-20]. The 

corresponding algorithm can be easily programmed on PC. Thus, the system's model (see 
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Section 2) for the case of a PERT-COST network project together with the corresponding 
harmonization model can be represented on Table 1. 
 
 

8. Harmonization  Model  for  Managing  Stochastic Network Projects 
 

In case when project ( )A,NG  is represented in a formalized shape and activities 

( ) ( )A,NGj,i ⊂   do not bear any engineering definitions and have an abstract meaning, 

we suggest to use harmonization modeling as the project's planning and control technique. 
Note that undertaking harmonization modeling for the project under consideration results in 
optimal budget reallocation among the project's activities. This basic assertion will be used 
later on, by implementing the project's on-line control. 

 
We suggest a step-wise procedure to control the PERT-COST network project by 

means of harmonization as follows: 
 
Table 1.  System's  model  and  PHM  for  project  management  systems 

 
Parameters 

 System's  model 
 

Indep. 
 

Dep. 

Partial  harmonization  
models   

 

( )A,NG  -  PERT-COST network; 

( )j,i  -  activity,  ( ) ( )A,NGAj,i ⊂⊂ ; 

ijc  -  budget assigned to  ( )j,i ; 

minijc ,  maxijc  -  lower and upper  ijc   

bounds; 

Total budget  
( )
∑≥
j,i

minijcC   ; 

Due date  D ; 
p.d.f. 
 

( ) ( ) ( )( )2ijij4
ijij

ijij tbat
ab
12ct −−
−

= ; 

ij

ij
ij c

A
a = ,  

ij

ij
ij c

B
b = , 

ijA ,  ijB   -  const.; 

( ){ }ijcGT   -  random project duration 

with assigned  ijc . 

 

 
B 
U 
D 
G 
E 
T 
 

C 
 
 

D 
U 
E 
 

D 
A 
T 
E 
 

D 
 

 
R 
E 
L 
I 
A 
B 
I 
L 
I 
T 
Y 
 
R 

 

Determine  
( )opt
ijc   to 

 

{ } { }
( ){ }{[ cGTPrMaxRMax ijcc ijij

<=

 
 
subject to 
 

maxijijminij ccc ≤≤ ; 

 
( )

{ }
∑=
j,i

opt
ijcC ; 

 
( ) ( ) (CPHMRcR optopt

ij
opt ==

. 

 
 



  
Quantitative Methods Inquires 

 

 
214 

Step 0. Given the input information: 
 

• PERT-COST  project  ( )A,NG ; 

• pregiven values  minijc ,  maxijc ,  ijA   and  ijB   for each activity  

( ) ( )A,NGAj,i ⊂⊂ ; 

• pregiven partial utilities  Cα ,  Dα   and  Rα ; 

 • pregiven admissible intervals  [ ]000 C,C ,  [ ]000 D,D   and  [ ]000 R,R . 

 
Step 1. Undertake harmonization modeling for  ( )A,NG   beforehand,  i.e.,  before the 

project actually starts to be carried out.  Denote the corresponding optimized values 

which define the maximal project's utility,  by  ∗C ,  ∗D   and  ∗R .  Note that 
restrictions 
 

 

⎪
⎩

⎪
⎨

⎧

≤≤
≤≤
≤≤

∗

∗

∗

000

000

000

RRR
DDD
CCC

 (27) 

 hold,  otherwise harmonization cannot be accomplished. 
 

 
Step 2.

If budget value  ∗C   is accepted,  reassign  ∗C   among the project's activities 

according to values  ( )opt
ijc   obtained in the course of undertaking harmonization at  

Step 1.  Afterwards the project starts to be carried out. 
 

Step 3. In  [12],  a control model for  PERT-COST  projects is outlined.  The model 
determines planned trajectories,  observes at each control point the progress of the 
project and its deviation from the planned trajectory,  and establishes the next 
control point.  This control model has to be implemented at  Step 3,  in order to 

determine the routine control point  0t > . 
 

Step 4. At each control point  t   the progress of the project is observed,  i.e.,  network 

graph  ( )A,NG   has to be updated at point  t ,  as well as the remaining budget  

∗C .  Denote those values by  ( )ANGt ,*   and  ∗
tC ,  correspondingly. 

 
Step 5. At each routine control point  0t >   solve harmonization problem in order to 

reallocate later on the remaining budget ∗
tC  among remaining activities  

( ) ( )A,NGAj,i tt ⊂⊂ .  Denote the corresponding optimal budget values by  

( )opt
tijc . 

 
 Reallocate,  if necessary,  budget  ∗

tC   among activities  ( ) tAj,i ⊂   according to 
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Step 6. the results of  Step 5.  Note that implementing numerous budget reallocations is 
actually the only control action in the course of performing on-line control.  Go to  
Step 3. 
 

Step 7. The algorithm terminates after inspecting the project at the due date  D ,  i.e.,  at 
the last control point. 

 
It can be well-recognized that,  besides undertaking on-line procedures,  the 

suggested step-wise algorithm comprises both harmonization modeling and risk analysis 
models.  Indeed,  the latter are not similar to traditional risk management methods which 
involve technological risks,  uncertainties in products' marketing,  etc.  However,  optimal 
budget reallocation serves actually as a regulation model under random disturbances and 
can be regarded as a risk analysis element. 

 
Note that in the course of the project's realization certain parameters entering the 

input information may undergo changes,  e.g. restriction values  0C ,  00C ,  0R ,  00R ,  0D ,  

00D ,  as well as partial utility values    Cα ,  Dα   and  Rα .  New values have to be 

implemented in the harmonization model in order to facilitate optimal budget reallocation 
among the remaining project's activities at  Step 5  of the algorithm.  If problem  (17-22)  
has no solution,  the decision-making to be undertaken at the company level results either in 

obtaining additional budget value  CΔ   or in increasing the due date by  DΔ .  Both values 

can be determined by means of harmonization. 
 

9. Practical  Applications 
 

This Section refers to considering practical achievement on the basis of 
implementing harmonization models for monitoring various  PERT-COST  network projects.  
The experimental design has been taken from a real design office  [1]. 

We will henceforth consider a  PERT-COST type project with random activity 
durations and  p.d.f.  satisfying  (10),  (11)  or  (12).  The project’s initial data is presented in  

Table 2.  The basic project’s parameters are as follows:  project’s budget  C ,  due date  D   

and reliability  R .   Partial utility coefficients are   0.1C =α ,  5.0D =α   and  0.1R =α ,  

while the initial search steps  (first iteration)  for  CCSA   are  4C =Δ   and  2D =Δ .  

The number  M   of simulation runs for the  PHM   is taken  000,2M = .  Computer 

program for the  PHM   algorithm  is written in  Borland C++ language  on Pentium-IV PC.  

Other project’s parameters are as follows:  7.0R0 = ,  95.0R00 = ,  250C0 = ,  

230C00 = ,  95D0 = ,  85D00 = ,  10C =δ ,  0.2D =δ ,  1.0R =δ   and  001.0=ε . 

 

The second iteration for the  CCSA   is carried out with  0.2C =Δ   and  

0.1D =Δ ,  while all further iterations,  2v≥ ,  are realized with  0.1C =Δ   and  

0.1D =Δ . 
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The performance of the harmonization model’s algorithm  is illustrated on  Tables 
3-5  (for the case of  p.d.f.  satisfying  (10),  (11)  and  (12),  correspondingly).  It can be 
well-recognized that: 
 
1. The cyclic coordinate search algorithm for determining the optimal utility of a medium-

size project  requires only four iterations to carry out the optimization process.  The 
increase of the project’s utility parameter after completing the fourth iteration  (14 
search points),  as compared with the initial search point,  shows utility improvement 
of approximately  45%.  Thus, the two-level heuristic algorithm to optimize the 
project’s harmonization model  performs well. 

  
2. Using the beta-distribution function  results in obtaining the highest values for the 

project’s utility parameter.  This stems from the obvious fact  that the mean value  

b4.0a6.0 +=μ   for beta-distribution  p.d.f.  within the distribution range  ( )b,a   is 

closer to the lower bound  a ,  than in case of normal and uniform distributions with 

symmetrical mean values  ( )ba5.0 +=μ .  It goes without saying  that lower mean 

activity – time values  result in higher reliability estimates.  Since values of the 
truncated normal distribution  concentrate closer to the mean value,  than uniformly 
distributed values,  the corresponding project’s utility estimates  are slightly better for 
the normal distribution  p.d.f.  than for the uniform one. 

  
3. Thus,  the optimal project’s utility can be determined for the following parametrical 

values: 
 

245C = ,   93D = ,   914.0R = ,   64.3UG =    (beta-distribution), 

245C = ,   93D = ,   893.0R = ,   43.3UG =    (normal distribution)  and 

245C = ,   93D = ,   889.0R = ,   39.3UG =    (uniform distribution). 

 
 

10. Conclusions  and  Application  Areas 
 

The following conclusions can be drawn from the study: 
 
1. Problems of estimating the utility of complicated and usually multilevel management 

systems by means of establishing and solving harmonization problems,  are very 
urgent,  especially for organization  systems  with a variety of  quality parameters.  
Applications of the  utility theory  in 

 
Table 2.  The  project’s  initial  data 

N  i  j  minijc  maxijc  ijA  ijB  

1 1 2 2 8 25 81 
2 1 3 1 6 22 60 
3 1 4 1 8 75 105 
4 1 5 2 15 80 132 
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5 1 6 1 8 30 45 
6 1 7 8 30 160 200 
7 2 3 8 15 50 100 
8 2 15 3 8 83 120 
9 3 14 10 15 110 220 

10 3 15 4 12 60 120 
11 4 13 5 10 90 120 
12 4 14 8 12 50 100 
13 5 9 7 17 150 200 
14 5 13 5 10 105 140 
15 6 9 2 5 60 80 
16 7 8 3 10 42 60 
17 8 10 2 10 20 32 
18 8 11 6 10 40 80 
19 9 11 1 5 90 120 
20 9 12 3 10 42 60 
21 10 20 2 5 60 80 
22 10 21 5 10 105 140 
23 11 19 7 15 150 200 
24 11 21 8 12 50 100 
25 12 18 5 10 90 120 
26 13 17 4 12 60 120 
27 13 18 5 10 48 60 
28 13 19 4 8 63 110 
29 14 16 1 7 58 102 
30 14 17 1 7 23 94 
31 15 16 4 9 85 120 
32 15 17 3 5 60 104 
33 16 22 4 11 70 93 
34 17 22 5 10 82 153 
35 17 23 6 10 74 110 
36 18 23 2 8 80 120 
37 19 23 2 5 40 87 
38 20 21 1 4 32 72 
39 21 23 3 8 63 95 
40 22 23 5 12 87 128 

 
Table 3. Performance  illustration  of  the  harmonization  algorithm  (for  a  beta-

distribution  p.d.f.) 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  ( )vU   
after 

the  v -th 
iteration 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.996 1 Feasible 2.90 2.90 
2 242 95 0.922 1 Feasible 3.02 3.02 
3 238 95 0.793 1 Feasible 2.13 3.02 
4 242 93 0.861 1 Feasible 3.41 3.41 
5 242 91 0.723 1 Feasible 3.03 3.41 
6 244 93 0.895 2 Feasible 3.55 3.55 
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7 246 93 0.912 2 Feasible 3.52 3.55 
8 240 93 0.814 2 Feasible 3.14 3.55 
9 244 94 0.936 2 Feasible 3.46 3.55 

10 244 92 0.835 2 Feasible 3.45 3.55 
11 245 93 0.914 3 Optimal 3.64 3.64 
12 243 93 0.875 3 Feasible 3.45 3.64 
13 245 94 0.951 4 Feasible 3.51 3.64 
14 245 92 0.855 4 Feasible 3.55 3.64 

 
 
Table 4. Performance illustration of  the  harmonization  algorithm  (for a  normal 

distribution  p.d.f.) 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  
( )vU   after 

the  v -th 
iteration 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.989 1 Feasible 2.90 2.90 
2 242 95 0.915 1 Feasible 2.95 2.95 
3 238 95 0.782 1 Feasible 2.02 2.95 
4 242 93 0.829 1 Feasible 3.09 3.09 
5 242 91 0.698 1 Non-feasible - 3.09 
6 244 93 0.868 2 Feasible 3.28 3.28 
7 246 93 0.885 2 Feasible 3.25 3.28 
8 240 93 0.802 2 Feasible 3.02 3.28 
9 244 94 0.912 2 Feasible 3.22 3.28 

10 244 92 0.811 2 Feasible 3.21 3.28 
11 245 93 0.893 3 Optimal 3.43 3.43 
12 243 93 0.847 3 Feasible 3.17 3.43 
13 245 94 0.921 4 Feasible 3.21 3.43 
14 245 92 0.839 4 Feasible 3.39 3.43 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

 
Table 5. Performance  illustration  of  the  harmonization  algorithm  (for  a  uniform  

distribution  p.d.f.) 
 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  
( )vU   after 

the  v -th 
iteration 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.984 1 Feasible 2.90 2.90 
2 242 95 0.912 1 Feasible 2.92 2.92 
3 238 95 0.765 1 Feasible 1.85 2.92 
4 242 93 0.821 1 Feasible 3.01 3.01 
5 242 91 0.695 1 Non-feasible - 3.01 
6 244 93 0.864 2 Feasible 3.24 3.24 
7 246 93 0.882 2 Feasible 3.22 3.24 
8 240 93 0.795 2 Feasible 2.95 3.24 
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9 244 94 0.910 2 Feasible 3.20 3.24 
10 244 92 0.807 2 Feasible 3.17 3.24 
11 245 93 0.889 3 Optimal 3.39 3.39 
12 243 93 0.844 3 Feasible 3.14 3.39 
13 245 94 0.918 4 Feasible 3.18 3.39 
14 245 92 0.835 4 Feasible 3.35 3.39 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

 
 recent publications are restricted to market competitive models and do not deal as yet 

with complicated hierarchical systems’ functioning. The nowadays existing multi-attribute 
utility theory can be applied only to the stage preceding the product’s design and 
determining the objectives for future market competition. 
 

2. We suggest to implement the utility concept as a generalized system’s quality estimate 
which takes into account several essential parameters. The latter usually define the quality 
of the system as a whole. We have developed a generalized harmonization problem in 
order to maximize the system’s utility.  The corresponding model is optimized by means of 
a two-level heuristic algorithm. At the upper level  (the level of independent parameters)  
a relatively simple search procedure, e.g. the cyclic coordinate algorithm,  has to be 
implemented.  At the lower level partial harmonization problems to optimize the 
dependent parameters,  have to be used. Note, that nowadays there is no formalized 
linkage between the system’s parameters and attributes and,  thus,  no optimization 
problem can be put and solved in order to maximize the product’s utility within its specific 
life cycle. The developed research enables implementing such a linkage,  in future,  on the 
stages of both designing and creating new products and,  later on,  on the stage of 
marketing the product. 
 

3. For stochastic PERT-COST  network projects three parameters are implemented in the 
model: the budget assigned to the project, the due date and the project’s reliability to 
meet the due date on time. The harmonization model’s solution is achieved by means of 
implementing a two-level heuristic algorithm. At the upper level a cyclic coordinate search 
algorithm to determine the quasi-optimal couple  (budget – due date) is suggested. At the 
bottom level a high-speed heuristic procedure serving as a partial harmonization sub-
model, is implemented:  on the basis of input values  (the assigned budget  and the set 
due date) to maximize the probability of meeting the deadline on time by undertaking 
optimal budget reallocation among the project’s activities. 
 

4. Harmonization models can be applied directly to all kinds of  PERT-COST  network 
projects with uncertainties associated with activities' durations but without either 
technological risks or uncertainties on the stage of marketing the project's products.  Such 
projects usually refer to the  public service area,  like constructing new hospitals,  schools,  
stadiums,  theatres,  bridges and tunnels,  new urban areas,  factories,  etc.  In our 
opinion,  those projects represent an overwhelming majority of existing projects and,  
thus,  require good quality monitoring.  For such projects we suggest to use the newly 
developed harmonization techniques both for estimating the project's utility and for 
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introducing regulating control actions at inspection points to enhance the progress of the 
project in the desired direction.  Thus, harmonization modeling enables certain on-line 
control procedures for projects under random disturbances. 
 

5. Being a regulation model, harmonization can be implemented (in a random disturbances 
environment)  as a risk assessment tool as well. Thus, for this class of projects, 
harmonization,  controlling and risk assessment actually meet. 
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APPENDIX 
 
Nomenclature 

( )A,NG       

- 

finite,  connected,  oriented activity – on – arc network of  PERT-COST type; 

( ) ( )A,NGj,i ⊂   -   activity leaving node  i   and entering node  j ; 

ijt  - random time duration of activity  ( )j,i ; 

ijc  - budget assigned to activity  ( )j,i ; 

minijc  - minimal budget capable of operating activity  ( )j,i   (pregiven); 

maxijc  - maximal budget required to operate activity  ( )j,i   (pregiven);  in case  maxijij cc >   

additional value  maxijij cc −   is redundant; 

C  - budget assigned to carry out project  ( )A,NG ; 

D  - the due date for the project  ( )A,NG ; 

R  - the project’s reliability value,  i.e.,  its probability of meeting the deadline  D   on time; 

( )ANGt ,*   - PERT-COST graph updated at point 0>t ; 

∗
tC  - the project's budget updated at point 0>t ; 

( )
ijc

GT  - the project’s random duration on condition  that budget values  ijc   are assigned to 

activities  ( )j,i ; 

( )
ijc

GR  - the project’s local reliability,  i.e.,  the probability of meeting its deadline on time on 

condition  that values  ijc   are assigned to  ( ) ( )A,NGj,i ⊂ ,  ( )
ijc

GR =  

( ){ }DGTPr
ijc
≤  ; 

( )
{ }

( )

( )
ij

j,i
ijij

c
Cc,c

D,C GRxaMGR
∑

=
=

-  the project’s conditional reliability  (on condition that values  C   

and  D   are preset beforehand;  to be calculated); 

D,C
PHM  -   the partial harmonization model to optimize reliability  R   with independent input 

values  C  and  D ; 
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0C  - the maximal possible budget to be assigned to project  ( )A,NG   (pregiven); 

0D  - the maximal permissible due date for the project  ( )A,NG   to be accomplished  

(pregiven); 

0R  - the minimal permissible reliability value for project  ( )A,NG   (pregiven); 

CΔ  - budget search step  (pregiven); 

DΔ  - due date’s search step  (pregiven); 

00C , 00D , 00R , 00P    -       the best possible values  of parameters  C ,  D ,  R   and  P   (pre-

given); 

Cδ  - budget unit value  (pregiven); 

Dδ  - time unit value  (pregiven); 

Rδ  - reliability unit value  (pregiven); 

Cα  - partial utility value for parameter  C   (pregiven); 

Dα  - partial utility value for parameter  D   (pregiven); 

Rα  - partial utility value for parameter  R   (pregiven); 

( ) ( )R,D,CUGU =   -    the project’s utility; 

( )0000 R,D,CUU =  -    the project’s basic utility; 

D,C
U  

 
- conditional project’s utility on the basis of unification  

⎭
⎬
⎫

⎩
⎨
⎧

D,C
PHM,D,C ; 

D,C
U  

- conditional project’s utility on the basis of unification  

⎭
⎬
⎫

⎩
⎨
⎧

D,C
P,D,C

PHM,D,C fh ; 

 

{ }GCCSA  
-   the cyclic coordinate search algorithm  which undertakes a search in the  

2E   space 
of budget values  C   and due dates  D ; 

1v ≥  - ordinal number of a current iteration in  { }GCCSA ; 

( )vCCSA
 

- the results of the v -th current iteration in the course of carrying out  { }GCCSA ; 

0>ε  - pregiven search tolerance  (accuracy)  in the course of optimizing the project’s utility. 
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Abstract: The homogenous projects-base concept is defined. Next, the necessary steps to 
create a homogenous projects-base are presented. A metric system is built, which then will be 
used for analyzing projects. The indicators which are meaningful for analyzing a homogenous 
projects-base are selected. The given hypothesis is experimentally verified. The projects are 
analyzed and measured to establish the quality level of the funds spending. Some examples of 
measurement are offered in this paper. The most important characteristics of the projects are 
identified and presented. Also, a quality characteristic framework of homogenous projects is 
provided by this paper. The framework is used to develop metrics that cover the properties and 
requirement of the projects. The implementation of the project characteristics is made within a 
software application, called Projects-Bases Operations Software (PBOS). 
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1. Homogenous Projects-Base 
 

The most spread definition of a project is that of a temporary endeavor undertaken 
in order to create a unique product, service or result. No matter their type and structure, 
projects can be grouped based on different criteria. A grouping can be called a program, a 
portfolio or simply a collection, based on the ownership of the projects contained, based on 
the project goals and on the project types. We a call a portfolio of projects a set of projects, 
not necessarily inter-dependent, which are performed by a project-oriented company at a 
certain point in time. If the projects are inter-dependent and strategically they are perceived 
as an ongoing long term correlated effort, then we are talking about a program. If the 
projects analyzed don’t fall within the definition of portfolio or program then they can simply 
be referred as a collection of projects. 

According to the Romanian Explicatory Dictionary (DEX), homogeneity is “the 
attribute of an object or a group or a physical-chemical system of having the same 
characteristics allover”. 

From a statistical point of view, homogeneity of data means: 
- collecting data from homogenous statistical entities; 
- fall within the same definitions and methodologies of calculation in relation to 

the scope of time and space; 
- description of evolution of status within a timeframe which is not subject to 

major modifications of the analyzed process; 
- refers variables by using the same measure of unit – this is most commonly used 

when evaluating economical indicators in real or comparable prices. 
Empirically speaking, if we have a collectivity identified by a characteristics which 

falls within the interval (a, b) and which has an average XMED, it is said that the elements of 
that collectivity form a homogenous collectivity if a = XMED – 2.5% * XMED and b = XMED + 
2.5% * XMED. 

The above result is the output of analyzing the input of 300 specialists facing the 
challenge of determining the needed heights of people from a team, so that the team would 
be considered homogenous. By analyzing the data sets there was obtained the lower limit, 
the upper limit and the average height. Statistical analysis showed the results are stable and 
representative. The length of the interval equals 5 % of the average height value.  

Coming back to projects-bases, homogeneity is built following those steps: 
- a program with clear objectives is defined; 
- guidelines for drawing the projects are presented; 
- the guidelines used for assessing the projects are presented; 
- the templates to be used for detailing the project and structuring the budget are 

given; 
- there is a given key words list; 
- there are a given certain thresholds for texts and different thresholds for budget 

figures. 
There are projects-bases for different industries and different purposes within those 

industries, like projects-bases for building hospitals, research for environment protection, 
putting up education centers around the country and so forth. They are all influenced and 
diverse due to the experience of the people who propose the projects, due to the proposed 
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objective, due to the resources used for implementation, due to techniques used and so 
forth. 

The main goal is that those projects increase homogeneity so that the projects have 
a better chance of getting to implementation, of delivering quality as well as being 
considered a success. 

On existing projects-bases there have to be analyzed the projects and to be 
identified and diminished the causes that lead to lack of homogeneity. 

2. Milestones for Building Homogenous Projects-Base 
 

In order to build strong project proposals, there must be put in place a strategy for 
deploying the processes of creating, evaluating, financing, implementing and auditing the 
projects, so that the projects will address a high level of quality: 

- define the financing purpose – the objective must be clearly stated and must 
targeted to be achieved only by skilled professionals; 

- define the eligibility criteria – there must be strict criteria in place, including 
years of experience, relevance of previous projects, clearly defined contribution; 

- creating a guide for creating project proposals – clear guidelines using precise 
terminology and references which can only be accessible and understood by 
true professionals; 

- creating the evaluation booklet and a full process for handling the evaluation – 
put in place clear evaluation criteria and detail on every step of the evaluation 
and even focus on appeals that may arise after the evaluation ends; 

- put in place clear quality thresholds as related to management, documentation, 
guidelines – projects that do not comply with at least one of the thresholds are 
automatically disqualified; 

- the scoring has to be representative enough for the overall quality of each 
project, as for small differences between projects to be sufficient to distinguish 
between a selected and a non-selected project; 

- during the lifecycle of the project there has to be taken into account not to be 
major differences between what has been planned and what has been 
delivered; 

- auditing has to establish that what has been delivered is in line with 
expectations; 

- nevertheless – the satisfaction degree of end users for all homogenous 
applications has to be at the same level. 

The main target beneath the homogeneity concept is that of identifying different 
ways of reaching the highest quality level possible. 
 

3. Set of Indicators to Be Used for Analyzing Quality of Projects 
 

Projects should all encompass the following quality characteristics: gradualness, 
complexity, orthogonality, correctness, completeness.   

Gradualness is a quality characteristic that refers to the degree by which the project 
has been addressed following a waterfall like approach. Therefore, it is of interest the 
degree by which the project title is connected with the project abstract, the degree to which 
the project abstract is connected with the introduction, and so forth. An indicator, having 
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values in the range 0 to 1 will show the degree of logical coherence of the project flow, 0 
showing a total lack of gradualness, whereas 1 will show a gradualness which is fully 
implemented. 

Project complexity is the universal measuring unit for all the projects. Complexity 
represents a characteristic, which is common to all the projects. Projects differentiate through 
the complexity degree. Some projects are simple. Others are complex. The resources asked 
by a project vary very much, depending on its complexity. Thus, a project could be realized in 
a few weeks or it can last more months; a project may need from one team with few people 
to teams with hundreds. 

Orthogonality means determining the degree to which two text entities are 
different, considering their presentation means and content. Two projects will be considered 
orthogonal if their texts only have in common the domain specific technical terms, whereas 
the others words differ in terms of frequency and positioning within the sentences. It is more 
important that projects texts are orthogonal and not completely different, because very 
different texts could mean that the two projects do not belong to the same domain.  

Correctness as applicable to projects means that the project text is accepted as 
being in accordance with the base requirements for the domain that is being financed. 
Correctness envisages to the naming of processes, technologies and operations, the usage 
of appropriate concepts, models and the usage of proper variables. Therefore, by respecting 
the industry standards and code of professional ethics all that previously existed has to be 
correctly cited and referenced in the bibliography. Correctness also refers to the logic behind 
activities planning, resource consumption and estimating. If project valuation procedure is 
transparent, correctness means that auto valuation differs very little from the official 
valuation.  

Completeness is the project quality characteristic that shows the degree by which, 
when turning project plan into action, the desired project outcomes are obtained. The level 
of completeness is to be considered one if supplementary costs are not present. The more 
the completeness level is closer to zero, the more it is clear that the project responsible for 
project delivery has not taken into account some activities, has badly estimated durations or 
has not properly managed the deliverables dependencies. 

The indicators to be used on testing homogenous projects, depicted in figure 1, 
need to fulfill a series of conditions and must possess some properties as follows: 

- sensitivity – the slightest variations of exogenous variables will produce slight 
variations for the indicator itself; 

- non-catastrophic – there will not be scenarios when, for small variations of 
exogenous variables, we will have large variations of the indicator; 

- non-compensatory – for different levels of independent exogenous variables 
there are obtained different values of the indicator; 

- representativeness –there is defined a clear correspondence between intervals of 
possible value of the indicator and qualitative levels of the process; 

- efficacy – the level of correlation between the effort of reaching a certain level 
for exogenous variables and the effects generated by the decisions taken upon 
the level of the indicators. 
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Figure 1. Quality characteristics of homogenous projects 

 
In (Romulus Arhire, 2000), it is demonstrated that an aggregated indicator cannot 

have three characteristics at the same time: sensitivity, stability and non-compensation. For 
avoiding the appearance of the compensatory effect, which is specific to aggregated 
indicators when making a hierarchy based on several complexity characteristics, it is used the 
grouping technique called cluster. 

 

4. Homogenous Projects-Bases Metrics 
 

Homogenous projects-bases have several things in common, like: 
- the texts do not differ significantly in terms of length; 
- common vocabularies; 
- frequency level differences; 
- close complexity levels; 
- common citations. 
The system of indicators specific to homogenous projects-bases includes 

components that allow differentiations even within very narrow intervals. Therefore, there 
are taken into account the indicators presented in the previous chapter. 

Every indicator is defined, the influence factors are presented and it is 
demonstrated that at very small variations of the involved factors, there are obtained large 
variations of the indicators, therefore making those indicators representative for 
homogenous projects. Those indicators allow the grouping of homogenous projects in 
project classes, therefore having an even higher degree of homogeneity and the quality will 
be closer to the desired maximum level. 

Homogenous projects involved in obtaining financing are built following clear 
guidance, which comprises of: 

- vocabulary, with key words; 
- structure based on chapters; 
- structure of tables to be used for presenting the numerical information; 
- calculation algorithms; 
- maximum lengths of texts; 
- verification keys; 
- restrictions regarding the thresholds for eligible spending. 
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If the project proposal is done in an assisted approach, the requestor is not allowed 
to move to the next step if he has not satisfied the guidelines imposed by the financer. If we 
have a threshold of maximum 500k EUR of financing for a project and the applicant is 
requesting 600k, the request will not be processed and if the requester insists for more than 
5 times without taking into account the imposed limitations, then the application will reject 
the input and the project data will be removed completely. 

Quality of homogenous projects possesses a characteristic called gradualness. 
The project text is composed of C1- title, C2 – abstract, C3 – objectives, sub 

objectives, …, Cn – audit. The project proposal owner creates first C1. Starting from C1, he 
creates C2, then C3, by following a water flow approach. The indicator has to determine the 
degree to which C1 is included in C2, C2 is included in C3 and so on. The indicator will tend 
to be zero if the vocabularies are almost disjunctive and will tend to be 1 as long as most of 
the words of C1 are found in C2 vocabulary, most of the words of C2 are found in C3 
vocabulary and so on. 

GRD = 
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i  

where: 
• Ci – set of distinct words from chapter i; 
• M – maximum number of words; 
• card(arg) – total number of words from a given collection. 
 

One approach to measuring complexity is that of taking into account the variety of 
existing resource types and their quantities. 

C =∑
=

m

i
ii qq

1
2log*  

where: 
• C – project complexity; 
• m – total number of distinct resources used by the project; 
• qi – quantity of the resource with index i. 
A very simple implementation of such an indicator for orthogonality would be, 

(Andrei Sandu, 2008): 

ORTO = 
maxNW

NWboth  

where: 
• NRboth – total number of words, which are part of the project domain standard 

terminology, which are found in both texts analyzed; 
• NRmax – the highest of the total number of domain specific words of the two 

projects. 
Therefore, for this indicator a value of 1 means the two projects are cloned one 

after the other, whereas a value of 0 means that the two projects are orthogonal. 
Correctness envisages things like using preexisting knowledge, formulas without 

altering the initial contents, putting a certain professional order in the operations 
undertaken, in applying procedures and processes as to demonstrate that the project 
proposal owner is experienced within his competency. 



  
Software Analysis 

 

 
231 

In case of partial valuation, (Nicolae Enescu, 2008), it is needed to determine the 
weight of correct criteria from the whole set of criteria. 

The relative correctness indicator, RCI, is computed as follows: 

RCI = w
R

R
n

i
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n

i
ia

*

1

1

∑

∑

=

=  

where: 
• Ria – actual result of valuation, based on criterion i; 
• RiMax – maximum result of valuation, based on criterion i; 
• w – weight of correct criteria from the whole set of criteria. 
There are three matrixes to be considered as relevant in project completeness 

valuation: 
- A-C matrix – shows all resources used for performing each activity; 
- A-TM matrix – shows the allocation of project team members on activities 
- A-A matrix – shows the dependencies between the activities. 
One indicator of completeness, CMPL, has the following form: 

CMPL = 
3

3 321

n
Δ+Δ+Δ

−
 

where: 
• n – number of project planned activities; 
• Δ1 – number of activities which have at least one difference between the planed 

and the executed A-C matrix; 
• Δ2 – similar to Δ1, except it applies for A-TM matrix; 
• Δ3 – similar to Δ1, except it applies for A-A matrix. 
According to the guide for project proposals, there is imposed a certain structure 

and a project will be considered incomplete if any of the following is true: 
- missing chapters; 
- missing activities; 
- missing links between activities; 
- missing formulas. 
Therefore, a simple indicator stating:  
 

(total expected item – missing items) / total expected items 
 
will show the level of completeness for any of the above stated criteria. A value of 1 will be 
interpreted as complete project, whereas any value < 1 will be considered as incomplete 
and the project will be considered for rejection or additional information will be asked for. 

The implementation of the above-mentioned indicators is done within PBOS 
application, in dedicated procedures named accordingly – computeGraduality, 
computeComplexity, computeOrthogonality, computesCorrectnes, computeCompleteness. 
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5. Experimental Results 
 

It is considered the objective of evaluating the projects sent by students at a master 
in project management and grading them accordingly. Around 100 distinct projects have 
been received. They have all been sent via e-mail for being evaluated. The format of 
sending consists in both a Word document with the whole project description as well as a 
collection of text documents that are in fact the chapters of each project. 

The sample of projects is considered representative for the purpose of our study of 
homogeneity because all students who submitted the project proposals have taken part at 
the same classroom where they where explained the purpose of the projects, the structure, 
information formatting and the marking criteria. Also, they are all using the same 
terminology in terms of quality management and project management, as presented during 
the classroom hours. 

The imposed project structure is as follows: title, abstract, introduction, presented 
problem, proposed solution, results, analysis, conclusions, bibliography and annexes. 

The reason for sending distinct text files resides in the fact that they are all used as 
input in the PBOS application for performing the operations for testing homogeneity and 
nevertheless for grading the projects of the students. 

After having input all the data in the application there was tested the orthogonality 
of each project text in relation with the text of all other projects in the projects-base. The 
result is as depicted in table 1. 
 
Table 1. Computation of orthogonality each 2 by 2 projects 

Project ID Project Name Project ID Project Name Orthogonality 

1 GISG 2 OCMC 0.76 

1 GISG 3 SDDE 0.95 

1 GISG 4 DIII 0.88 

… 

42 MIC 1 GISG 0.92 

42 MIC 2 OCMC 0.87 

42 MIC 3 SDDE 0.70 

… 

104 TVD 101 OIIL 0.83 

104 TVD 102 MMAR 0.77 

104 TVD 103 SVIC 0.74 

 
Next, for each project there has been computed an average orthogonality and a 

completeness value as well, by taking into account if all chapters have been sent for the 
projects. Based on the average orthogonality and the completeness indicator, there is 
establishes a ranking, as average between the previously mentioned two indicators, as 
depicted in table 2. 
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Table 2.  Ranking based on avg. orthogonality & completeness 

Project ID Avg. Orthogonality Completeness Ranking 
1 0.93 1 0.9650 

68 0.85 1 0.9250 

76 0.83 1 0.9150 

… 
98 0.75 0.9 0.8250 

15 0.64 1 0.8200 

30 0.63 1 0.8150 

… 

56 0.62 0.8 0.7100 

94 0.59 0.8 0.6950 

86 0.65 0.7 0.6750 

 
The results are now converted into marks. Therefore, we obtain a summary that 

looks as depicted in table 3. 
 
Table 3. Summary of marks 

Mark Percentages 

7 8.42 % 

8 57.89 % 

9 32.63 % 

10 1.05 % 

 
The table above is a clear indication that the efforts to create a homogenous 

project-base have succeeded, in the sense that the level of quality for the projects comprised 
is very similar. In order to minimize the impact of projects that obtain a lower mark, for 
example mark 7, and therefore decrease the level of homogeneity a stricter filter has to be 
put in place when accepting projects. One should reject projects which have an average 
orthogonality < 0.7 or a completeness indicator < 0.8. 
 

6. Conclusions 
 
The main goal for homogenous projects-bases is that of wisely spending the total 

funding capacity. Therefore working with homogenous projects-bases is similar to an active 
attempt of moving quality towards the upper bounds in all involved stages. 

The financing programs become clear if: 
- they are defined completely and they contain procedures and clear 

documentation; 
- the teams who made the project proposals are trained in drafting high quality 

proposal and are helped in implementing the projects afterwards; 
- there is a process of creating a hierarchy of project offers, so that the risk of 

having differences between the project proposal – costs, durations, fulfillment 
degree and so forth – and the effective project roll-of is minimal. 

In project management, the efficiency of financing is given by: 
- full utilization of resources; 
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- not over passing the planned financing threshold; 
- keeping any supplementary spending within reasonable limits, which do not 

affect the overall estimated level. 
In order to assure a homogenous projects-base creation, different indicators, like 

gradualness, complexity, orthogonality, correctness and completeness can be applied to 
projects that are enrolled for obtaining financing. The resulted projects-base allows this way 
the extraction of information on the long run in relation to teams, projects that have been 
proposed and implemented, as well as qualifications obtained for those projects. 

One simple way of increasing the homogeneity of a projects-base is by modifying 
its acceptance levels for the metrics used on projects proposals. Like in the given example, 
an average orthogonality < 0.7 or a completeness indicator < 0.8 will increase the chances 
of having only good projects in the projects-base – to be marked 8, 9 or even 10. 
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Abstract: In database security, the issue of providing a level of security for multimedia 
information is getting more and more known. For the moment the security of multimedia 
information is done through the security of the database itself, in the same way, for all classic 
and multimedia records. So what is the reason for the creation of a security management 
system and a set of security rules for this type of information? The reason is the fast progress of 
multimedia information usage in enterprise activities. More and more distributed activities are 
based on processing multimedia information in real time, which is why the implementation of 
such a security system is important. 
 
Key words: database security; distributed activities; multimedia information; relational 
databases; multimedia processing; watermarking; metadata; image resources multimedia 
filters 
 

1. Introduction 
 

For more than two decades, a new issue appeared in the database technologies: 
how to store, manage, manipulate, archive multimedia information. At the beginning the 
information was not stored in the database, but only a logical reference of the physic 
location from the hardware, and of course all the others characteristics of the multimedia 
data was saved in relational tables, like: height, RGB, resolution, format. In this way a pre 
metadata system for managing this kind of information was created. 

Furthermore, due to increased number of operations over these data and the 
necessity of reducing the access, processing and manipulation and other time costs, brought 
about the storing of the information in the database. A lot of opposing opinions appeared, 
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saying that databases were not designed for storing these multimedia types of data, because 
sustaining these data would unjustifiably load the database, due to non character based 
information. Why were these objections raised?  The answer comes from the limited 
hardware resources available at the time. Fortunately the progress of database technology 
was followed by the progress of hardware and now we can argue that the limitation of 
hardware resources is no more a problematic issue in this matter. 

Although the hardware limitation problem was solved, another minus was, is and 
will be discussed in this field: the limited resource which is time. Most database producers 
tried to create a system of metadata information for multimedia data in order to obtain 
increased flexibility, speed and scalability. One of the top producers in the field of 
multimedia databases is Oracle. 

But how did Oracle start with multimedia database management? Oracle designed 
a new type of data, called long raw; then they went further by creating the BLOB’s, which 
were used to store the multimedia information directly in the database,  so that it could be 
managed using the same tools and could participate in the same DML operations as other 
types : text, numeric, time. Even with this, BLOB’s were not able to manage the metadata 
information, so a new technology had to be introduced within the Oracle Databases, known 
as Oracle InterMedia. 

As mentioned above, Oracle InterMedia is not a specific standalone Oracle 
Product, it is included in Oracle Database System, to put it in Oracle's own terms, “Oracle 
InterMedia Enables Databases to understand the real nature of images”. 

Oracle InterMedia is built on the database kernel and operates as a privileged 
component of the database. The advantages of using Oracle InterMedia to store images are, 
as follows: 
 

 Both the descriptions of an image and the image itself can be stored using industry 
standard formats; 

 InterMedia’s objects model and methods make application programming simple in the 
development phase; 

 InterMedia’s applications maintenance become much easier as well; 
 The metadata information and indexes are now created automatically by the 

InterMedia system; 
 InterMedia eliminated the necessity of parsing the information about the image; 

 

2. Characteristics of Oracle InterMedia 
 

One of the most important types which was introduced by Oracle InterMedia in 
order to manage the image data is OrdSys OrdImage. Its design can be seen below in 
Figure 1. OrdSYS. OrdImage Data Design . 
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Figure 1. OrdSYS.OrdImage Data Design 
 

As it is a Java based object, besides the Get Methods, OrdImage has as well a set 
of Set Methods and in all multimedia processing these GET/SET methods appear in pairs, as 
shown in the below sample PL/SQL procedure: 
 

                    
Figure 2. The content of “Contrast” procedure  

 
Most of the important characteristics of Oracle InterMedia are: 

 
  Searching and indexing/archiving of images records will be most useful if their 

metadata can be searched. Searching the large images can be efficient only if indexes 
are available to support the search. In a common way, index searching have been 
accomplished by complex algorithms that parses image metadata and load it into a 
series of indexed tables. Oracle InterMedia extract metadata from an image into an 
XML document, which can be stored in a single XMLType column, in the same table 
that contains the image column. Indexing this text column offers the robust search 
capabilities which lead to a faster DML; 

  Flexibility: Just after the images are stored in the database, these can be manipulated 
like any other relational data. Set of images can be updated, deleted, copied to 
another table(s), by using simple SQL queries or as well PL-SQL code; 

  Image manipulation: Once an image is stored in the Oracle Database as an 
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InterMedia object, it can be manipulated easily: the image format can be changed, 
RGB (red green blue collor pallete), image scaling, image cropping, image resizing, or 
image rotation/inversion; 

 Space management: Even if the hardware limitation is not anymore problem, still how 
much space these data is using. Reducing the storage is a requirement for 
performance feature of data access as well for backup and recovery solutions. Within 
Oracle Database, this management includes: compressing images; changing the 
format, will decrease the size of the image, like changing a bitmap image to a jpeg 
one; remove and check the unused space; resizing and shrinking data files. 

 
It has to be mentioned that all the features of the database itself can be applied to 

the InterMedia as well, like encryption, auditing access, backup and recovery, data 
replication, archiving. One of the most important operations in managing high amounts of 
multimedia data is the creation of data warehouses: features like materialized views and 
summary management offer a very high speed in information analysis and retrieval. Data 
warehouses users and applications can search for patterns in order to create/associate and 
retrieve summary information, which depends on the filter applied to images data, which is 
used in the search operations. 

Oracle InterMedia provides as well, for application development, the freedom  to 
create specific types of operations as the entire metadata system is based on the XML 
system, a known standard in the n-tier based applications. 
 

3. Multimedia processing  
 

Multimedia processing has always been based on the pixel mapping matrix.  This 
can be achieved by sequential access, which means that each pixel is saved with its 
characteristics: RGB, lightness and color intensity. The image is first divided in groups of 
pixels, then the splitting process goes deeper to the pixel level. 

Another method used more frequently because of the way graphic information is 
stored and as well as for the shorter processing time. This is the method used by OCR - 
Optical Character Recognition Software. A section of the image resource is much easier to 
process than the entire resource itself. Types of sections that are used by OCR software are 
presented in Figure 3. Graphic Sections Used by OCR . 

 
 

 
 
 
 
 
 
 
 
 
  
Figure 3. Graphic Sections Used by OCR 
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Other graphics processing operations are related to altering the color palette of the 
image resource, the orientation, translation, resizing: 
 

 Transforming the image to grayscale is presented in Figure 4. Image GrayScale 
Process: 

 
  
 
 
 
 
 
 
 
 

Figure 4. Image Grayscale Process 
 

As a main characteristic OCR handles the recognition of an image by using either 
predefined patterns or custom ones, which are always based on fragments cropped from the 
image resource itself. 
 

 Multimedia Mirroring is presented in Figure 5. Mirroring Process 
 
 
 
 
 
 
 

 
 

Figure 5. Mirroring Process 
 

 Negative image: is creating by resetting all the pixels, so as each value is calculated by 
the complementary to the value of black color, like is shown in Figure 6. Image 
Negative Process 

  
 
 
 
 
 
 
 
  

Figure 6. Image Negative Process 
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4. Multimedia Security System 
 

The issue of multimedia security resources is a subject that has to be taken into 
account by multimedia application developers administrators as well by the users. This can 
be achieved both on the database level and on the GUI level. 

On the database level, security can be achieved by the following: 
 

 On the user level: 
o With the database mechanism of managing users: by granting/restricting 

access, creating roles, privileges at DDL operations, or/and at DML 
operations; 

o With LDAP mechanisms by integrating LDAP users into the database. In 
order to achieve this, Oracle Database comes with the facility of an 
integrating technology called Enterprise User Security. 

 
 On the data level: 

o Using watermarking as a means to generate modified images; 
o Embedding links on metadata level. 

 
Watermarking is the process of embedding information in content. When 

watermarking is done by digital means we refer to digital watermarking.  
Watermarking classification is achieved by the level of visibility, so as: 
 

 Visible watermarking, where the watermark is visible to the user when the image is 
read (it can be read through the same means as the image); 

 Invisible watermarking, where the watermark is invisible to the user (it cannot be read 
through regular image reading). 

 
Invisible watermarking can have one of two purposes: 
 

 To transmit the information to the user by indirect means, which assumes that the 
image reading software is used in conjunction with other software which has the 
purpose to read the additional information; 

 To function as a preconstituted means of proving ownership of the multimedia content 
in the event that some user might decide to infringe on the rights of the owner (this is 
usable in a court of law by the means of a technical expertise). 

 
A good example of visible watermarking is superimposing the actual signature of 

the author or the name of the rights owner. It is advantageous to do this at the moment of 
content delivery without altering the original content. 

Invisible watermarking can be used because of the intention of the rights owner (as 
a means of controlling infringement or as a means of transmitting additional information) or 
it can have a technical justification. 

For example, the developer can opt to store the information in such a way that, 
while it is not viewable when the image itself is viewed, it can be read by other tools. This 
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can be justified by performance constraints or by standardization (to avoid difficulties created 
by inhomogeneous formats) 

Another aspect to be taken into account is that when the information is not 
intended to be read by the user in any way, we are in fact talking about a steganographic 
signature. 

A steganographic signature is inserted into an object in order to be able to prove 
ownership in case of infringement as it has no impact on the legal use of the content. 
 

Watermarking implementation can be achieved by either public or private 
means. In the case of public watermarking, when each image is stored in the database, a 
copy of it is automatically created in another table. On the backup table, each image will 
have applied to it a distinguishing watermark. How a watermark should look like: either the 
name of the database user posted on a specific corner, transversal or any other combination 
of the text position, or a predefined word like : demo or specimen. It’s recommended to 
create a parallel relation between the word used for watermark and role that the user has in 
the database. This allows for the use of a set of predefined words can be used: superuser, 
dba, sysadmin, orcladmin, like is is detailed in Figure 7. Database watermark   

 

               
Figure 7. Database watermark   

 
Watermarking can be either public, made automatically by adding the predefined 

watermark word or the custom one as it is shown in Figure 7. Database Watermark, or 
private. Private watermark can be either visible by the common user or not, this depends of 
the DML privileges he has on that specific image data. A sample of these custom DML 
privileges are shown below: 

In the same way watermark can be either private or public, through the information 
that is added to the picture, the watermark can be either visible by the graphic views or 
human eyes or none. This leads to the conclusion that private watermarks are obtained by 
altering graphic information at pixel level and involve a small number of pixels so as the 
change cannot be detected by common graphic tools. 

Embedded links on metadata level are a different method of including CMI in 
digital content is to include a link to the information instead of the information itself. 
Including a link to the information might lead to proprietary systems where the link only has 
significance to specific software used so the solution is to include some sort of standardized 
link such as an object identifier. 
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A significant argument for the use of embedded links is that the size of the 
information an owner wants to include in the content can be very large (for example, the 
owner can have an interest to tie to any type of content the terms of use associated to it) so it 
might not be practical to include it in the content itself. 

Another possible use stems from the fact that while the overhead might not be 
significant for content of significant size, a standardized system might be preferable. 
 

Implementation of embedded links on metadata level can be done through 
metadata stored in the database. Just as the graphic information is already provisioned in 
the watermarking implementation, the metadata information is required to be provisioned in 
order to provide the source information for embedded links. Why is necessary to create 
provisioning tables for the metadata information? As a standard for security of database 
information XML, metadata information created by Oracle InterMedia should not be altered 
directly, so that the information generated by the system will remain the same as it was at 
the time the image was stored in the database, so called T0. After the metadata information 
was provisioned it can be used to create a specific repository for all images that are 
managed in the database. Also, since the information is XML organized, it can be easily 
displayed in a web page based form, which can be used afterwards for the embedded links.  

Embedded links can be either created dynamically or statically; the method used 
depends on the security standards and requirements that are mandatory in the 
implementation of the multimedia database application. The types of the embedded links 
are either web link based, which are the classically URL used for accessing a web page using 
the HTTP protocol, or either a document identifier, which can be either the classical path for 
accessing the document on the disc, or custom ones, by adding in the name of the document 
a specific coding: for the name of the document, the person who altered it, the version/date 
of the image resource, or either a random code (an alphanumerical representation for 
example).  

5. Graphics related metrics in multimedia security systems 
 

In order to create metrics systems for a multimedia security system, it is mandatory 
to first establish the entities involved in it. The main entity involved is human, followed by the 
graphics resources. Also, a main factor involved for creating the graphics metrics are the 
letters of the Latin alphabet, as described in Formula 1, for the case of the watermarking 
process: 
 
 

 
GPW – graphical process index for watermarking 
L – total letters of Latin alphabet 
TU – total number of users involved in the system 
TUX – total number of users integrated from other directory systems 
NC – number of colors used by watermark resource 
 
FL – is a function defined on the users set, and the total letters of the alphabet, and it shows 
how many letters are necessary to write a user identifier  
 

GPW = (TU* FL(U,L) + TUX)*NC          (1) 
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Example 
For U - user is Scottyy , FL(Scotty,L) = 4, the letter T repeats twice in the user identifier. 
 

We can consider L a constant number of letters. In this case, the FL function is not 
influenced by L, but for example, when applying FL for a non English/American user set from 
a Directory Service, letters like “Y”, “Q”, will not appear in users’ identifiers. For example, in 
the case of a Romanian common/traditional base of names, we will not have those to letters 
included. Considering the above, it is mandatory to define FL as depending on L. 

In Directory Services management, TU, presented in Formula 2, depends as well on 
TO (total operations made in the LDAP system), as it is described in the article “Identity 
Management in University System”. 

 
 
 

 
 Total operations TO 
 Total connections TCN 
 Total authentication failures TF 
 Total binds TB 
 Total unbinds TU 
 Total searches TS 
 Total compares TCC 
 Total modifications TM 
 Total modifications of user distinguishing name TMD 
 Total additions TA 
 Total deletions TD 

 
Φ is an indicator that can measure the instability of the LDAP system, due to high 

amounts of managed users, and takes values in the interval [0, 1] 
 

where: 
 

 
 
 
For the embedded links, the graphics metrics is presented in Formula 8. 
 

This depends, by the following: 
 

 

TO = TCN + TCN + TF + TB + TU +TS + TCC + TM + TMD + TA + TD                    (3) 
TBV = TB + TU                                                                                                                   (4) 
TR = TCN + TF                                                                                                                   (5) 
TMO = TS + TCC + TM + TMD + TA+ TD                                                                      (6) 
TO = TBV + TR + TMO                                                                                                     (7) 

GPEL = GPELD + GPELS + α                     (8) 

TU (TO) = TO + Φ*TO                         (2) 
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GPEL - graphical process index for embedded links 
GPELD - graphical process index for dynamically embedded links 
GPELS - graphical process index for statically embedded links 
 
α influences GPEL an index that represents the number of embedded links not used anymore 
in system, used very rarely, less than 3 times in a month, or which are invalidated and not 
removed yet from the system. 
 

The correlation between GPELD and GPELS, is presented in Formula 9, made by Ω –
correlation index, so as 
 

 
 

Ω can be either lesser or greater than 1 depending on the implementation of the 
multimedia security system. 

 
In conclusion, the proposed multimedia/graphics metrics system can be extended, 

depending, of course on the level of complexity of the implemented system. In the present 
article, the definition of the graphics metrics system started from the multimedia security 
features involved in a real system: watermarking and embedded links. However, the metrics 
can be extended with RGB metrics, InterMedia transactional metrics. The last ones will be 
discussed/presented in a future article. 

 

6. Conclusions 
 

In an enterprise organization the necessity of archiving the documents in the 
databases, not only the textual information, but as a scanned copy as well appears more 
and more frequently. The necessity of using multimedia databases in document 
management has thus increased as well. Solutions for the archiving of business documents 
are taken into consideration as well multimedia databases as a way to implement them.  

Why use multimedia databases? First of all because of the scalability advantages 
stemming from storing large amounts of multimedia data, secondly because of the flexibility 
of accessing the information, short time for either DDL and DML operations, easily achieved 
import/export of the information, either by using the facility of the relational databases or 
using databases files. 

Multimedia databases can be used as well in various fields such as medical, 
cadastral, shipping, mailing, geographical, geodesic, transportation activities and the list 
goes on; as a common point for these activities are that these involve processing, in a 
significant percentage, multimedia information and to a lesser extent alphanumerical ones 
like in the case of financial/banking activities. 

Besides the advantages, the multimedia databases also have some limitations, such 
as those relating to searching the information using a multimedia filter (a filter is an amount 
of pixels, even random, even consequently, from an image or a specific division or 

Ω = GPELD/GPELS                                      (9) 
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subdivision of the image). For the moment the only way to search for specific multimedia 
information is by interrogating the metadata information of the multimedia information. This 
feature of interrogating the databases records by a multimedia filter would increase the 
security of multimedia information, for example through the possibility of a user to create a 
password based on specific pixels from an image; should the picture be altered, the 
password would be altered as well; in order to change the password the RGB information of 
a pixel would be changed. This topic is however outside the bounds of the present article 
and will be discussed in a future paper. 
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Abstract: The present study investigates the role of amenities facilities on quality of life in 
Rural Sindh and how it reflects the agriculture production in Rural Sindh.  A structural model of 
regional economic growth is estimated using data from 200 rural households by using simple 
random technique, for this study a structured questionnaire designed to get the reliable results 
from the chosen sample.  Five districts Larkana, Shikarpur, Jacobabad, Khairpur and Sukkur of 
Rural Sindh where sample has been conducted.   It was revealed that education as well 
amenities facilities has positively associated with the agricultural production.  It was observed 
that rural areas where facilities like, road, education, health and amenities facilities were there 
they have impact on the Agriculture production and enjoying the highest level of yield 
compare with the traditional farming activities. In areas where Farmers were educated and 
they were using all the modern implements and their usage. Results suggested that amenity 
characteristics can be organized into consistent and meaningful empirical measures that move 
beyond ad hoe description of amenities. In addition to insights into the influence of local 
characteristics ranging from tax burdens between amenities, quality of life, and local economic 
performance exits in various villages of rural Sindh.  It was further revealed that only 20% of 
the villages of all five districts where quality of drinking water was available. 
 
Key words: Economic; Growth; Amenities; Development; Quality; Rural 
 

Introduction 
 

Rural Economic structure in many parts of Pakistan has undergone significant 
changes over past one decade Traditional good producing sectors such as agriculture and 
manufacturing are giving way to service producing sectors such as those that support natural 
resources based leisure activities.  Numerous studies have been documented in western 
countries but not a single study was conducted in Pakistan.  The quality of life plays an 
increasingly important role in community economic development and growth Duller and 
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Duller, Halstead and duller. In detail review of literature Gotten suggest that the arguments 
for using amentias attributes s an economic growth tool appear toy be very powerful.  Even 
through such strategy   fails to provide jobs in rural areas concern has been expressed those 
how ever such changes may leads to the high yield performance in agriculture sector in case 
of Rural Singh.  While shift to market based (e.g., extractive and manufacturing activities) to 
non market based (recreation and retirement) activities are well documented in the rural 
economic growth literature. (Walker and Duller)  The impact in the shift on the structure of 
regional economies and the well being of rural residents is not well understood the entire 
market structural changes in Pakistan.  Our farmers are mostly illiterate and middleman are 
getting 10-20% of their income when they are selling their products a well as crop to the 
different markets, except few owners (progressive farmers) who knows the tactics of the 
market.  This research investigates the nature and extends of economic structural changes in 
the regional markets in rural areas and how farmer is taking the right decision.  The main 
objectives of this research are (1) the construction of family of consistent measures of mentis 
and quality of life and (2) the determination of role of amenities and quality of life attributes 
in production performance and economic growth in rural Sindh.  

The current SR model view addressed the different issues of rural house hold and 
their consumption pattern and production system traditional as well progressive approaches 
are applied.  In general we assume that both households and firms are free to make 
decision about the production derived both from the consumption of the market good and 
non market amenities.  Progressive farmers are maximized the profit by utilizing modern 
inputs mechanized operations.   

Precisely we construct two central hypotheses in this research. 
 

H0: Amentias has positive role in agricultural production and economic growth 
H1: Amentias has no impact in agricultural production and economic growth 
 

According to above hypotheses our goal is to examine formally and rigorously the 
level and degree of this hypothesized relationship as it relates to amentias. 
Based upon SR model  
 
1) P* =ƒ (E*I*\ Ω P) 
 
2) E* =g (P*I*\ Ω E) 
 
3) I* =g (P*E*\ Ω I) 
 

Where P, E and I are equilibrium levels of population, production, profit and 
income level and ΩP and ΩE and ΩI are the set of variables describing initial conditions and 
other historical information contained in the letter set of information are measure of 
amentias attributes.  Relying on the equilibrium conditions laid out above, a simple linear 
representation of those conditions can be expressed as 
 
4) P*α0P+E*+ β2PI*+ SD IP Ωp 
 
5) E*α0E+E*+ β2EI*+ SD IE ΩE 
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6) I*α0I+E*+ β2II*+ Σδ II ΩI 
 

More over production response, income level likely to adjust to their equilibrium 
levels with substantial lags (i.e. Initial conditions) Partial adjustment equations to the 
equilibrium levels are  
7) Pt=Pt-1+Λ p (P*-Pt-1) 
 
8) Et=Et-1+Λ E (E*-Et-1) 
 
9) It=I t-1+Λ p (I*-I t-1) 

After slight rearrangement of terms this yields 
 
10) ΔP=Pt-Pt-1= ΛP (P*-Pt-1) 
 
11) ΔE=Et-Et-1= ΛP (E*-ET-1) 
 
12) ΔI=It-It-1= ΛP (I*-It-1) 

 

Measures of Amenity and Quality of Life Attributes 
 

In current research we propose five broad based indices of amenity and quality of 
life attributes climate, land, water, winter recreation and developed recreational 
infrastructure.  We capture regions climate conditions such as temperature level of 
recreational activities, agricultural farming system progressive as well traditional mode of 
cultivation significantly historical and cultural dimensions. In the set of land variables we 
want to capture the regions land resources such as the percentage of the acres.  The set of 
available timely water for irrigation as well pure drinking water facilities, roads and other 
infrastructure facilities.   
 

Data Set and Methodology 
 

A structural model of regional economic growth is estimated and data were 
collected from 200 rural households by using simple random technique, for this study a 
structured questionnaire has been designed to get the reliable results from the chosen 
sample.  Five districts Larkana, Shikarpur, Jacobabad, Khairpur and Sukkur of Rural Sindh 
where sample has been conducted.    
 
Empirical Specification 

In the design of the  ΩP, ΩE  and ΩI  vectors, we follow the logic proposed by Wagner 
and Duller we hypothesize that there are four broad classifications of factors influence 
regional economic growth, market, labor, government and amenity attributes.  The data 
drew from the Primary sources as well s secondary sources. 
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Market 
In this category, we attempt to capture the factors that influence the demand side 

of the regional market.  Generally these factors are designed to describe the region’s market 
size and consumption ability. We used five Variables 
1. Population of the Area 
2. Percentage of the population who are engaged in Farming 
3. Percentage of population who are educated. 
4. Percentage of the household who direct sell to the market 
5. Percentage of the farmers who indirect sell their crop yield in the market. 

 

Progressive Farmer 
 

In this category intend to use the modern implements and input for the better 
production, and also have knowledge about the markets.  The variable that measure human 
capital flow and income generated from the crop significant to capture the influences of this 
side of the market on the regional economic growth. The variables we use to capture the 
progressive farmers are chacteristics are 
 
1. Percentage of the Progressive farmers with high School diploma. 
2.  Knowledge towards agriculture inputs 

 

Government 
 

The local government’s finance is fundamental to the growth potential of the 
region.  On the other hand high taxes on agriculture sector are generally deemed to be 
determinable to the local economic growth.  Yet on the other hand government revenue 
finances the local infrastructure and public serves that may attract household firms to 
establish in the region, then eventually simulate the local economy.  We used two variables 
to represent the local Government finance. 
1) Agricultural tax 
2) Total government spending on Agriculture sector 
 

Amenities 
 

The role of amenity attributes is hypothesized to be a central factor in the economic 
growth of the rural areas of Sindh through its impact on quality of life within the region.  As 
described above, these five sets of amenity variables are (1) climate (2) recreational 
infrastructure (3) land (4) Water (5) Consumption pattern 
 

Empirical Results 
 

For this analysis there are two distinct sets of empirical results first, the principal 
component analysis used to construct the measures of amenity attributes and second the 
reduced from results of our model SR(Shaikh, Rahpoto) of regional economic growth. 
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Amenity Measurement 
 

The results from the principal components analysis for the five board measures of 
amenity attributes are report in Tables 1-4 (see the appendix) the final measure accounts for 
33% of the variation of six separate input variables Only February and July temperature do 
not play an important role in final measure.  Higher values of climate measure tend to be 
associated with southern regions like Jacobabad and Shikarpur. The developed recreational 
infrastructure measure is intended to capture the role of amentias that tend to be more 
artificial or man made (table-2).  Fourteen separate variables are used to construct this 
particular amentias attribute measure.  Individual measures that that determine the final 
amenity measure include number of park and recreational departments with in the country 
the number of cricket grounds and other facilities of sports.  The number of play grounds 
recreational centers is significantly contributed in the economic growth, due to the relatively 
large number of variables introduced in this measure, coupled with large number of 
variables not loading into the final principal component measure only 18% of the cumulative 
variance is explained.  The progressive farmer measure intended to describe the nature and 
tertian and land resources and input used for high growth in productivity. Given these results 
districts if Upper Sindh would tend to be enjoying the high yield compare with lower Sindh.  
Again due to the large number of variables not loading into the final principal component 
measure only 20% of the cumulative variance is explained.  The availability of the water for 
irrigated land captures the water resources available in Pakistan and especially in Sindh.  
The final principal component measure used for this analysis tends to b emphasis value add 
businesses associated with water resources and Agriculture sector is depending the water 
availability and time constraints are also important in the yield of the different crops 
available in door step-in rural Sindh.  The measure as defined by principal components 
analysis appear to be identifying those districts that tend to have reasonably high levels 
recreational development combine with amenity based as proposed those area of that have 
sonly higher level of raw amentias.  The final measure of amenity attributes used in the 
analysis capture recreational activities and opportunities where farmers have enjoy the 
facilities.  
 

Growth Model 
 

As predicted by theory, Initial conditions play and important role in detraining 
overall growth levels (table3) .The negative and statistically significant coefficient on initial 
levels for each respective equation all else constant reinforces prior results of the rural 
renaissance. Countries like Pakistan that had higher levels of population, employment and 
precipitate income at the beginning of the period (2005) tided to experience lower tats of 
overall growth and development. Higher initial levees of population appear to lead to higher 
employment growth while higher level in per capital income. Given theses results the scone 
hypotheses laid out above appear to hold true and there appear to be patterns of 
convergence.  In Table-4 where there is big gap in the production performance of 
progressive farmers compare with the traditional farmers.  If you just look at the difference 
20-30 percent. 

Other interesting results including the strong negative relationship between 
population percentage and economic growth.  A higher percent of the population they are 
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illiterate and 70% are engaged in Agriculture where only 3% are progressive farmers.  The 
income results coupled with the initial income condition results above, might be due the 
lower level of income in these areas to begin with.  Of the five amenities attributes measures 
all five appear to play a significant role in the regional economic growth.. Based on the 
simple reduced from the results some strong pattern between amenities and economic 
development and growth become apparent. Climate appears to strongly influence growth 
levels in population, have no role employment growth, and have weak influence on per 
capita income growth.  Given that the regions with high climate amenity scores tend to be 
retirement destination areas, this result seems to make intuitive sense.  Similarly, countries 
with higher levels of water amenities as measured by our simple principal component index 
also tend to be associated with higher levels of population and income growth, but water 
amenities do not appear to influence job growth directly.  These results might b capturing 
retirement migration, the growth in recreational demand for natural resources amenities, or 
higher end residential areas within the commuting shed of urban areas.   

Developed recreational infrastructure is strongly associated with population 
employment, and income growth rates.  Recall that the index is driven by availability of 
parks, play grounds and other recreational facilities, it was revealed that where facilities and 
amenities facilities were found those villages farmers were progressive and they have 
innovative strategies of production distribution and consumption of their yield and market 
structure where they sell their crop yield. 
 
The final amenity measures, attributes that support winter recreational activities is positively 
related to growth rate in population, employment , income, and yield performance.  
Demand for the winter recreational activities such that Cricket, Mallah, Kabadi and football, 
have been and expected to continue growing in the rural areas of Sindh.  In the last in 
general conclusion that all statistically significant amenity attributes are positively related to 
the economic growth in rural Sindh.  
 

Conclusions and Policy Implications 
 

As the demand for natural resource amenity attribute increases many rural areas of 
Pakistan are in position to capitalize economically on available resources endowments While 
the rural growth and Natural resource management literature are acknowledged the 
important of amenity attributes in economic performance knowledge of Market and 
progressive farmers are enjoying the high yield per acre  compare with the traditional 
farmers in Rural Sindh and progressive farmers are more conscious about the amenities 
facilities in their villages  has and At the same time, at lest a part of the skills that citizens of 
developing countries like Pakistan possess have been acquired in universities and training 
institutions in developed countries. Education, health and other necessities were available for 
the villages where progressive farmers are conducting there.  Types similarly our amenity 
measures did not account for any spatial affects across country any advice in to those rural 
areas that may be said to be amenity poor.  The policy implication appears to be simple and 
straight forward .  Rural areas endowed with key natural resources amenities can manage 
those resources to capture growth more effectively. Given expected levels of growth in the 
demand f recreational uses of these resources, the future growth and development potential 
of many rural areas may be additionally tied to range of tourism activities. 
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Appendix 

 
Table 1. Principal Component Eigenvectors:  
 
 
Climate Average Temperature       
 0.5016 
Average annual precipitation       0.5387 
January Temperature         0.5160 
January sunny days        0.0391 
July Temperature         0.0747 
July humidity         0.04300 
 
Cumulative variance explained       46.17 
 
 
Table 2. Principal Component Eigenvectors: Developed Recreational 
 
zonal departments       0.2368 
 
 
#Tour operations and sightseeing tour operations   0.4884 
#Playground and re carrion centers     0.0287 
#Private and Public swimming pools     0.0785 
#organized camps       0.5550 
#Tourist attractions and historical places    0.32739 
#Amusement places       0.3559 
#fairgrounds        0.6534 
#Local and country park      0.0135 
#Private and public golf courses     0.0313 
#ISTEA funded greenway trails      0.4908 
Estimated of acres of urban and built up and from 1995 national  0.3300 
Resources Inventory (NRI)       0.6680 
 
Cumulative variance explained      16.69% 
 
 

Urban facilities Variables      Eigenvectors 

Climate Variables        Eigenvectors 
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Table.3. Estimation on Reduced Form 
 
 
Intercept-   52.174   74.102    152.007 
   (8.511)   (5.730)    (18.949) 
Population in 2005 0.0001   0.000.5    -0.0001 

(0.245) 4.00 
 
 

 
 
Table.4. Progressive farmers comparison to Traditional Farmers in Rural Sindh 

No. Acres 
10-acres 

Yield of Progressive 
Farmers 

Yield of the 
Traditional Farmers 

Crop Rice 78/acre 45/acre 
Wheat 45/Acre 35/Acre 
Cotton 35/Acre 20/acre 
Survey-2008 
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Book Review on 
ECONOMETRICS. COURSE AND SOLVED EXERCISES 

(“ÉCONOMÉTRIE. MANUEL ET EXERCICES CORRIGES” 7e  édition),  
by Régis BOURBONNAIS,  

Maison d’Edition DUNOD, Paris, 2009 
 
 
 
The book (edited in French) is 

built on the previous editions. This, the 
seventh edition, adds a new chapter to 
the previous –one, “Introduction to 
econometric Panel- data analysis   

This new edition book is 
structured in 13 chapters in which there 
are combined in a well-balanced 
measure the theoretical and practical 
econometrics. 

In the first chapter there are 
briefly presented the concepts, ideas, 
definitions, role, advantages and 
disadvantages of econometrics.   

After the general overview of 
econometrics approach the second 
chapter presents in a detailed but simply 
way the simple regression model. 
Studying examples, brief mathematical 
demonstration combined with economical 
application the reader can obtain solid information about parameters estimations, effects 
and tests of the regression model’s hypotheses, about the validity and quality of the 
regression model and in the end of chapter we may find the description of one goal of the 
econometric approach: the forecast. 

The third chapter extends the econometric analysis to the multiple regression. In 
the eight subchapters there are presented general problems of the multiple regression such 
as: parameters estimation, statistical tests, analysis of variance and forecasting, and also 
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some particular discussion such as: the influence and role of binary variable, the stability and 
model specification tests. The chapters end with a set of exercises which helps the reader to 
complete and consolidate his knowledge about econometric extended application. 

In the chapters four and five the author describes in an extended way the 
violation of the simple and multiple regression hypotheses. In the fourth chapter there is a 
focus on the partial correlation and multiple correlation. There is a special approach of the 
multicollinearity process by treating presence/detection, effects and possibility of correction 
→ optimal model selection. In the next chapter the focus is changed to autocorrelation, 
heteroskedascity and variables errors. These problems are treated in sense of detection, 
effects and possibility of avoiding/eliminations or at least of reduction of the negative effects.  

A short chapter about non-linears models is the sixth chapter. The chapters has a 
general overview about parameters estimation with particular analyses about exceptions 
given by non-linear approach. Here we can meet the terms of exponential and polynomial 
regression function and also the diffusion models. 

In the chapter seven there are presented the LAG models and their particularities 
regarding specification, estimation, hypotheses testing and prediction. 

Times series in a detailed description are presented in the chapters nine, ten and 
eleven. The description starts with an introduction in time series. The reader will be familiar 
with concepts like white noise, unit root, stationary process, random walk, non-stationary 
process, autoregressive (AR), moving averages (MA), ARMA, ARIMA, SARIMA models and 
Box-Jenkins methodology for model identification . The models VAR, ARMAX and Granger or 
Sims causality with their particularities are described in the tenth chapter. Concepts tests and 
model estimation about cointegrated series can be found in the eleventh chapter. 

An introduction in econometric approach with qualitative variables is described in 
the twelfth chapter. Here there are presented the particularities of the models which 
include qualitative variables with more specified cases for the Logit, Probit or Tobit models. 

In the last chapter, the thirteenth can be found an introduction in panel data 
econometric analysis. A short presentation of model specifications, homogeneity tests and 
parameters estimation is also described in a global form. All the examples are made with 
specific programs used in econometric analysis like RATS, EXCEL, Eviews, etc. 

The book ends with a case study and a collection of exercises.  
The combination between mathematic theories, economic implication, case studies 

along with general or particular exercises recommend the book to a large area of readers 
from many domains. 
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