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Abstract: This paper is a generalization of our previous publications [2,19-20] where some 
newly developed models of the harmonization theory, together with various practical 
applications, have been outlined. The goal of the paper under consideration is to describe in 
depth both the general concepts of the harmonization theory and the fitness of the latter by 
citing an example from a widely used class of stochastic network projects (PERT-COST models).  

Harmonization theory is a multi-parametric optimization model in order to maximize the 
system's utility as a generalized quality measure of the system's functioning. We have 
implemented all the principles of the developed theory in a PERT-COST project and have 
outlined all the mechanisms to evaluate the project's utility. A numerical example is presented. 
 
Key words: System's utility;  Multi-parametrical harmonization theory;  PERT-COST network 
projects with random activity durations;  Independent and dependent basic parameters;  Two-
level optimization algorithm; Partial harmonization model 
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1. Introduction 
 

In recent years problems associated with developing various quality concepts have 
been discussed extensively in scientific literature. However, numerous publications refer 
mostly to quality control, which is usually applied to products and services. As a matter of 
fact, the existing quality techniques, including the developed utility theory [13-15, 21]6, are 
not applicable to technical and organization systems, which are actually supervising and 
monitoring the process of the systems’ functioning: all those models are restricted to solving 
market competitive problems alone. Thus, nowadays, the existing utility theory centers on 
analyzing the competitive quality of organization systems’ outcome products rather than 
dealing with the quality of the systems’ functioning,  i.e.,  with organization systems in their 
entirety. This may result in heavy financial losses, e.g. when excellent project objectives are 
achieved by a badly organized project’s realization. 

 
Thus, a conclusion can be drawn that the existing utility theory cannot be used as 

the system’s quality techniques.  In order to fill in the gap, we have undertaken research in 
the area of estimating the quality of the system itself, e.g. the system’s public utility. We will 
consider a complicated organization system  which functions under random disturbances.  
Such a system usually comprises a variety of qualitative and quantitative attributes, 
characteristics and parameters, which enable the system’s functioning. The problem arises to 
determine a generalized (usually quantitative) value  which covers all essential system’s 
parameters and can be regarded as a system’s qualitative estimate.  We will henceforth call 
such a generalized value  the system’s utility. 
  

The backbone of this paper is: 
 

• to formalize the multi-parametric harmonization model  in order to maximize the 
system’s utility as a generalized quality measure of the system’s functioning, and 

 
• to develop the techniques of the harmonization problem to estimate the stochastic 

network project's utility. 
 

To develop the corresponding techniques we suggest to take into account the basic 
parameters,  which actually form the utility of the system -  validity,  reliability,  flexibility,  
cost,  sensitivity,  forecasting  (timeliness),  etc. We suggest subdividing the basic parameters 
into two sub-sets: 
 

• independent parameters, where for each parameter its value may be preset  and 
may vary independently on other parameters’ values,   and 

 
• dependent parameters whose values may not depend uniquely on the values of 

independent parameters. 
 

We suggest a multi-stage solution of harmonization problems. At the first stage a 
look-over algorithm to examine all feasible combinations of independent basic values, is 
implemented. The independent parameters' values obtained at that stage are used as input 
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values at the second stage where  for each dependent parameter  a local subsidiary 
optimization problem is solved in order to raise the system's utility as much as possible.  
Solving such a problem enables the  solely dependence  of the optimized value on any 
combination of independent input parameters. At the next stage the system's utility value is 
calculated by means of basic parameters' values obtained at the previous stages, with 
subsequent search for the extremum in order to determine the optimal combination of all 
basic parameters' values delivering the maximum to the system's utility. 

The structure of the paper is as follows. In Section 2 the general concepts and 
definition of the harmonization theory are presented, while Section 3 considers the 
harmonization's model optimality. Section 4 presents the PERT-COST project's description. In 
Section 5 harmonization model for PERT-COST projects is formulated, while Sections 6 and 7 
provide both the model's heuristic solution and the partial harmonization model. In Section 8 
a step-wise procedure to control a PERT-COST network project by means of harmonization is 
presented. Section 9 presents applications in a real design office while in Section 10 
conclusions are outlined. In the Appendix, terms to be used in the paper, are presented. 
 

2. General  Concepts  and  Definitions 
 

Consider a complicated organization system which functions under random 
disturbances. Such a system usually comprises a variety of qualitative and quantitative 
attributes, characteristics and parameters, which enable the system’s functioning. The 
problem arises to determine a generalized  (usually quantitative) value  which covers all 
essential system’s parameters and can be regarded as a system’s qualitative estimate, 
namely, the system’s utility. 
 

We will require some new definitions. 
 
Definitions 
 
I. Call the  system's model  sM   a formalized description of the system's structure as 

well as the system's functioning.  sM   usually comprises the logical links between the 

system's elements,  decision-making rules,  various random parameters,  etc.  For 

project management systems various  sM   may be used,  e.g. PERT-COST models  [6, 

9-12],  GANTT chart models  [21],  CPM models  [4, 6],  GERT models  [6],  etc.  PERT-
COST network models which are widely used in project management  [11-12],  are 

used as  sM   in our paper.  Such a network model is actually a graph type simulation 

model comprising activities with random durations.  The p.d.f. of each activity duration 
depends parametrically on the budget value assigned to that activity. 
 

sM   usually comprises all the basic parameters  (see below)  which have an influence on 

the system's utility. 
 
II. Call a quantitative parameter entering the system a  basic parameter  on condition 

that changes in the parameter result in changing the system’s utility.  Note that the 
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restriction value for any basic parameter is, actually, the  worst permissible value  that 
may be implemented into the system.  The set of basic parameters, together with the 
corresponding restriction values, are externally pregiven. 
 

III. Call the system’s utility which corresponds to the pregiven restriction values for all 
basic system’s parameters,  the  basic utility.  Denote henceforth the basic utility by  

0U .  Value  0U   is externally pregiven as well. 

 
IV. Call the direction of changing a basic parameter’s value  which results in increasing 

the system’s utility,  a  positive direction,  and vice versa.  Call the change of the 
system’s utility caused by altering a parameter by its unit value in the positive 
direction, a  local  parametric utility.  Denote henceforth the additional local 

parametric utility for the k -th basic parameter by  0k >α .   Parametric utility values 

are also pregiven externally. 
 

Denote henceforth the pregiven restriction values for each basic k -th parameter 

kR , nk1 ≤≤ ,  by 0kR ,  correspondingly. 

 
V. Note that to solve the harmonization problem,  we need to define for each  k -th basic 

parameter its  best  values which by no means can be refined.  Denote those values 

which are externally pregiven,  by   00kR ,  correspondingly. 

 
VI. Call the basic 1n  system’s parameters which can be pregiven  independently  from 

each other,  independent basic parameters. 
 

VII. Call other 12 nnn −=  basic system’s parameters  dependent basic parameters. Thus, 

the basic parameters can be subdivided into two groups:  independent and 
dependent parameters.  The latter do not depend uniquely on the preset values of 
independent parameters. Moreover, a combination of independent parameters may 
correspond to numerous different values  (sometimes to an infinite number)  of a 
certain dependent parameter.  If, for example,  a  PERT-COST network project is 
carried out under random disturbances,  setting the cost value  (assigned for the 
project)  and the time value  (in the form of the project’s due date)  does not define 
solely the value of the project’s reliability,  i.e.,  its probability to meet the deadline on 

time. This is because the budget value C  assigned to the project has to be 
reallocated beforehand among the project activities in order to start processing the 
latter. Each budget reallocation results in a certain project's reliability and, thus, 
different feasible (but non-optimal!)  reallocations correspond to different non-optimal 
reliability values.  However, for the same preset independent basic parameters -  cost 
and time values -  it is possible to maximize the project’s reliability by means of  
optimal budget reallocation among the project's activities. 
 

Thus, we suggest to implement a  solely dependency  of each dependent basic 
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parameter on the combination of independent input values by means of a subsidiary 
optimization procedure  (heuristic,  simulative, approximate) in order to maximize the 
system's utility for the fixed combination of independent parameters and the optimized 
dependent parameter. 
 
VIII. Call a  partial harmonization problem  jPHM   an optimization problem  (analytic,  

simulative,  heuristic)  which on the basis of preset independent basic parameters  

delivers an optimum value to a dependent basic parameter  jR   in order to 

maximize the conditional system’s utility.  Thus,  a  PHM   enables the solely 
dependence of a dependent parameter from independent ones. 
 

IX. We suggest to calculate the system's utility by 
 

( ) ( ) ( ) ( )∑∑
==

⋅+⋅=
21 n

1j

dep
j

dep
j

n

1i

ind
i

ind
i RRU βα ,    1ni1 ≤≤ ,  

12 nnnj1 −=≤≤ , 

(1) 

 where 
 

( ) ( )ind
n

ind
1 1

R,...,R   -  independent basic parameters; 

( ) ( )dep
n

dep
1 2

R,...,R   -  dependent basic parameters. 

 

Denoting by  
( ) ( )dep

j
ind
ij RRPHM =

⎭
⎬
⎫

⎩
⎨
⎧ ,  2nj1 ≤≤ ,  a partial harmonization 

model,  we finally obtain 
 

( ) ( ) ( ) ( )
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ind
i RPHMRU βα . (2) 

 Value  U   may comprise both analytic  jPHM   as well as jPHM   based on 

simulative modeling.  In some cases  jPHM   can be based on subjective decision-

making. 
 
 

3. Harmonization's  Model  Optimality 
 

The harmonization problem is as follows: determine optimal values  nk1,Rk ≤≤ ,   

to maximize the system’s utility 
 

{ }
∑
=

−⋅+=
n

1k
0kkk0

R
RRUUMax

k

α  (3) 

 
subject to 



  
Quantitative Methods Inquires 

 

 
207 

 

{ } { }00k0kk00k0k R,RMaxRR,RMin ≤≤ . (4) 

 

Since  0U  remains constant,  the objective can be simplified as follows 

 

{ }
{ }∑

=
−⋅

n

1k
0kkkR

RRMax
k

α  (5) 

 
subject to  (4). 
 

Problem (3-5) is a very complicated optimization problem  which usually does not 
provide analytical estimates. 
 

Let us analyze the general harmonization problem in greater detail.  Since 

independent basic parameters  ( )ind
iR   serve as input values which can be optimized by 

means of a search algorithm,  the harmonization problem’s solution suggests itself as a 
combination of two sequential problems: 
 

• to determine an optimal combination of independent basic values  ( )( ){ }optind
iR   by 

means of a lookover algorithm  that checks the feasibility of each possible 
combination  (Sub-Problem I),    

 

• to solve all the partial harmonization problems by means of  ( ){ }ind
ij RPHM   (Sub-

Problem II),  and 
 

• to facilitate a search for the extremum in order to  maximize utility value  (2). 
 
Theorem 

Optimal values  ( )opt
kR ,  nk1 ≤≤ ,  in problem  (4-5)  satisfy 

 
( ){ } ( )( ){ } ( )( ){ }optind

ij
optind

i
opt
k RPHMRR ∪≡  . (6) 

 
Proof 

Assume that  ( ){ }opt
kR   dose not satisfy  (6),  i.e.,  there exists a combination 

 

{ } ( ){ } ( ){ }'dep
j

'ind
i

'
k RRR ∪≡   (7) 

 
which satisfies  (5)  and does not coincide with  (6).  Note,  first,  that relation 
 

( ){ } ( ){ }'ind
ij

'dep
j RPHMR ≡   (8) 
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holds,  otherwise the combination  { }'kR   may be improved by substituting  ( ) 'dep
jR   for  

( ){ }'ind
ij RPHM .   This,  in turn,  contradicts relation  (5).  Secondly,  relation 

 
( ){ } ( )( ){ }optind

i
'ind

i RR ≡   (9) 

 

holds as well,  since values  ( )( ){ }optind
iR   have been obtained by means of an 

optimal lookover algorithm  which checks all possible combinations  ( ){ }ind
iR ,   including  

( ){ }'ind
iR .   Thus,  our assumption proves to be false  and combinations  (6)  and  (7)  fully 

coincide.  
 
The proved theorem enables solution of problem  (4-5)  by means of a sequential 

solution of  Sub-Problems I  and  II.  However, if, due to the high number of possible 

combinations ( ){ }ind
iR , solving both problems on a lookover basis requires a lot of 

computational time, we suggest a simplified heuristic algorithm as follows. 
 

Since practically most partial harmonization models jPHM  (see, e.g. [1]) for 

organization systems are complicated  non-linear  functions of independent parameters  
( ){ }ind
iR ,  determining the optimal system's utility results in implementing the theory of 

unconstrained optimization for non-linear problems. As outlined in [18], the most effective 
and widely known methods for maximizing a non-linear function of several variables, e.g. 
the gradient method, the Newton's method, the conjugate direction method, etc., cannot be 
carried out without determining the gradient vector at each search step. However, solving 
the gradient equation for partial harmonization problems based on simulation models 
comprising stochastic programming constraints leads usually to futile computational efforts. 

 
Thus, a conclusion can be drawn that more attractive and at the same time more 

realistic approximated algorithms have to be implemented.  According to the general 
recommendations outlined in  [18]  we have replaced the precise lookover algorithm  (Sub-
Problem I)  by the cyclic coordinate search algorithm  (CCSA).  The latter optimizes the non-
linear function of independent parameters cyclically,  with respect to coordinate variables. 
The cyclic coordinate algorithm has been applied in many Production and Project 
Management problems [1, 11-12, 19]. 
 

4. The  PERT-COST  Project's  Description 
 

A PERT-COST project ( )ANG ,  [1, 9, 11-12, 21] is characterized by the following 

parameters: 
 

• the budget C  assigned to the project which has to be redistributed among the 

project’s activities; 
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• the due date D  for the project to be accomplished; 
 

• the project’s reliability R ,  i.e.,  the probability of meeting its due date on time 

subject to the pre-assigned budget C . 

 
It can be assumed that for each activity time duration its density function depends 

parametrically on the budget which is assigned to that activity. 
 
A conclusion can be drawn from various studies in PERT-COST [3-7, 9, 12, 16-17, 

23-25] that for most activities  ( )j,i   entering the network model,  their random time 

duration  ijt   is close to be inversely proportional to the budget  ijc   which is assigned to 

that activity.  Thus,  three different distributions may be considered: 
 

• random activity durations are assumed to have a beta-distribution, with the 
probability density functions (p.d.f.) as follows: 

 

( ) ( ) ( )( )2ijij4
ijij

ij tbat
ab
12tp −−
−

= , (10) 

 

where  
ij

ij
ij c

B
b =   and  

ij

ij
ij c

A
a = ,  ijA   and  ijB   being pregiven constants for each 

activity  ( )j,i   entering the PERT-COST network model. 

 
• random activity durations are assumed to be normally distributed with the 

p.d.f.  ( )2,aN σ  

 

( )
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ij
σ
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where the mean value  a   and the variance  2σ   are calculated by 
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c
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• random activity durations are assumed to be distributed uniformly in the 

interval ⎟
⎟
⎠

⎞
⎜
⎜
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c
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,  with the p.d.f. 
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ijijijij

ij

ab
1

AB
c

−
=

−
. (13) 

 
In the problem under consideration all those cases will be examined. 
 
The following restrictions will be implemented in the model: 

 

• 0CC ≤ ,  where  0C   is the maximal permissible budget to be assigned to the 

project; 
 

• 0DD ≤ ,  where  0D   is the maximal permissible due date to be accepted by the 

project management; 
 

• 0RR≥ ,  where  0R   is the least permissible reliability of meeting the project’s 

deadline on time,  i.e.,  the minimal probability of accomplishing the project before 
its due date. 

 

Besides those  worst  permissible pregiven values  0C ,  0D   and  0R ,  one can 

define the  best  pregiven possible correspondent values  - the minimal budget  00C   to be 

assigned to the project,  the earliest due date  00D   (there is no need in accomplishing the 

project before 00D ),  and the maximal reliability value  00R   (usually  1R00 = ).  It can be 

well-recognized that any project values  C ,  D   and  R   satisfy 
 

⎪
⎩

⎪
⎨

⎧

≤≤
≤≤
≤≤

.RRR
DDD
CCC

000

000

000

 (14) 

 

5. Harmonization  Model  for  PERT-COST  Projects 
 

Using general relations (1-5) and (14) for the case of a PERT-COST project,  we 
suggest to evaluate the project’s utility by 
 

[ ] [ ] [ ]0R0D0C RRDDCCU −⋅+−⋅+−⋅= ααα , (15) 

 

where  0C ,  0D   and  0R   are the least permissible budget,  due date and reliability values 

which can be implemented in a PERT-COST project,  while values  C ,  D   and  R   are the 

corresponding current values for a project under consideration.  Linear coefficients Cα ,  Dα  

and Rα  define additional partial utilities which the project obtains by refining its 

corresponding parameter by a unit’s value.  Note that parameters  C   and  D   are 
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independent parameters since they can be preset beforehand independently on each other, 

while parameter  R   is practically defined by values  D   and  C   and,  thus,  is a 

dependent parameter. 
 

The multi-parametrical harmonization model is as follows: determine optimal non-

contradictive project parameters  ( )optC ,  ( )optD   and  ( )optR   resulting in the maximal 
project’s utility 
 

{ }
( )

{ }
( ) ( ) ( ){ }0R0D0C0

R,D,CR,D,C
RRDDCCUxaMGUxaM −+−+−+= ααα  (16) 

subject to 
 

( )
0

opt
00 CCC ≤≤ , (17) 

   
( )

0
opt

00 DDD ≤≤ , (18) 

   
( )

0
opt

00 RRR ≥≥ . (19) 

  

Note that since the basic utility  0U   is a constant value which remains unchanged,  

it may be canceled and,  thus,  the harmonization model satisfies 
 

{ }
( )

{ }
( ) ( ) ( ){ }0R0D0C

R,D,CR,D,C
RRDDCCxaMGUxaM −+−+−= ααα  (20) 

 

subject to  (17-19).  Values  C ,  D   and  R   are called  non-contradictive  if budget  C   

can be reassigned among the project activities to satisfy 
 

( ){ } RDGTPr
ijc

=≤  (21) 

 
subject to 
 

( )
∑ =
j,i

ij Cc . (22) 

 

6. The  Model's  Solution 
 

Solving problem  (17-20)  can be carried out by solving two sequential problems:  

to determine an optimal budget value  C   and an optimal due date  D   (Sub-Problem 1)  

and to carry out the  PHM   (Sub-Problem 2). 
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Sub-Problem 1  centers on determining an optimal couple  ( ) ( )( )optopt D,C   by 

means of a look-over algorithm that checks the feasibility of each possible combination  

( )D,C .  If the number of combinations is high enough and taking into account that: 

 

• each combination requires a  PHM  solution,  and 
 

• Sub-Problem 1  is a NP-complete one  [8, 22], 
 
- solving both problems on a look-over basis requires a lot of computational time.  To avoid 
this obstacle,  we suggest a two-level high-speed approximate heuristic algorithm.  At the 
upper level a heuristic simplified search procedure,  e.g. a cyclic coordinate search algorithm 
(CCSA) [1, 18],  has to be carried out in the two-dimensional space in order to determine an 

optimal combination ( )D,C .  At the bottom level,  a heuristic high-speed procedure to 

optimize the partial harmonization model  D,C
PHM   with independent input values  C   

and  D ,  has to be implemented.  Thus,  we substitute objective  (20)  by 
 

{ } ( ){ }R,D,CUD,C
PHMD,CCCSAxaM

D,C
⇒∪ , (23) 

 

where  ∪   stands for a unification sign. 

 

7. Partial  Harmonization  Model 
 

As outlined above, parameters  C   and  D   are input values of PHM Problem 2 as well as 

values minijc ,  maxijc ,  ijA   and  ijB ,  ( ) ( )A,NGj,i ⊂ .  The problem is as follows:  

determine optimal reassigned budget values  ijc   for each activity  ( ) ( )A,NGj,i ⊂ ,  to 

maximize the project’s conditional reliability,  i.e., 
 

{ }
( )

( ){ }⎥⎦
⎤

⎢⎣
⎡ ≤

∑ =
DGTxaM

ij

ji
ijij

c
Ccc

Pr

,
,

 
(24) 

 
subject to 
 

maxijijminij CCC ≤≤ , (25) 

   

( ) ( )
∑
⊂

=
A,NGj,i

ij Cc . (26) 

 
Model (24-26) is outlined in several previous publications [1, 9, 11, 19-20]. The 

corresponding algorithm can be easily programmed on PC. Thus, the system's model (see 
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Section 2) for the case of a PERT-COST network project together with the corresponding 
harmonization model can be represented on Table 1. 
 
 

8. Harmonization  Model  for  Managing  Stochastic Network Projects 
 

In case when project ( )A,NG  is represented in a formalized shape and activities 

( ) ( )A,NGj,i ⊂   do not bear any engineering definitions and have an abstract meaning, 

we suggest to use harmonization modeling as the project's planning and control technique. 
Note that undertaking harmonization modeling for the project under consideration results in 
optimal budget reallocation among the project's activities. This basic assertion will be used 
later on, by implementing the project's on-line control. 

 
We suggest a step-wise procedure to control the PERT-COST network project by 

means of harmonization as follows: 
 
Table 1.  System's  model  and  PHM  for  project  management  systems 

 
Parameters 

 System's  model 
 

Indep. 
 

Dep. 

Partial  harmonization  
models   

 

( )A,NG  -  PERT-COST network; 

( )j,i  -  activity,  ( ) ( )A,NGAj,i ⊂⊂ ; 

ijc  -  budget assigned to  ( )j,i ; 

minijc ,  maxijc  -  lower and upper  ijc   

bounds; 

Total budget  
( )
∑≥
j,i

minijcC   ; 

Due date  D ; 
p.d.f. 
 

( ) ( ) ( )( )2ijij4
ijij

ijij tbat
ab
12ct −−
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= ; 
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ij
ij c

A
a = ,  

ij

ij
ij c

B
b = , 

ijA ,  ijB   -  const.; 

( ){ }ijcGT   -  random project duration 

with assigned  ijc . 
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( ) ( ) (CPHMRcR optopt

ij
opt ==
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Step 0. Given the input information: 
 

• PERT-COST  project  ( )A,NG ; 

• pregiven values  minijc ,  maxijc ,  ijA   and  ijB   for each activity  

( ) ( )A,NGAj,i ⊂⊂ ; 

• pregiven partial utilities  Cα ,  Dα   and  Rα ; 

 • pregiven admissible intervals  [ ]000 C,C ,  [ ]000 D,D   and  [ ]000 R,R . 

 
Step 1. Undertake harmonization modeling for  ( )A,NG   beforehand,  i.e.,  before the 

project actually starts to be carried out.  Denote the corresponding optimized values 

which define the maximal project's utility,  by  ∗C ,  ∗D   and  ∗R .  Note that 
restrictions 
 

 

⎪
⎩

⎪
⎨

⎧

≤≤
≤≤
≤≤

∗

∗

∗

000

000

000

RRR
DDD
CCC

 (27) 

 hold,  otherwise harmonization cannot be accomplished. 
 

 
Step 2.

If budget value  ∗C   is accepted,  reassign  ∗C   among the project's activities 

according to values  ( )opt
ijc   obtained in the course of undertaking harmonization at  

Step 1.  Afterwards the project starts to be carried out. 
 

Step 3. In  [12],  a control model for  PERT-COST  projects is outlined.  The model 
determines planned trajectories,  observes at each control point the progress of the 
project and its deviation from the planned trajectory,  and establishes the next 
control point.  This control model has to be implemented at  Step 3,  in order to 

determine the routine control point  0t > . 
 

Step 4. At each control point  t   the progress of the project is observed,  i.e.,  network 

graph  ( )A,NG   has to be updated at point  t ,  as well as the remaining budget  

∗C .  Denote those values by  ( )ANGt ,*   and  ∗
tC ,  correspondingly. 

 
Step 5. At each routine control point  0t >   solve harmonization problem in order to 

reallocate later on the remaining budget ∗
tC  among remaining activities  

( ) ( )A,NGAj,i tt ⊂⊂ .  Denote the corresponding optimal budget values by  

( )opt
tijc . 

 
 Reallocate,  if necessary,  budget  ∗

tC   among activities  ( ) tAj,i ⊂   according to 
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Step 6. the results of  Step 5.  Note that implementing numerous budget reallocations is 
actually the only control action in the course of performing on-line control.  Go to  
Step 3. 
 

Step 7. The algorithm terminates after inspecting the project at the due date  D ,  i.e.,  at 
the last control point. 

 
It can be well-recognized that,  besides undertaking on-line procedures,  the 

suggested step-wise algorithm comprises both harmonization modeling and risk analysis 
models.  Indeed,  the latter are not similar to traditional risk management methods which 
involve technological risks,  uncertainties in products' marketing,  etc.  However,  optimal 
budget reallocation serves actually as a regulation model under random disturbances and 
can be regarded as a risk analysis element. 

 
Note that in the course of the project's realization certain parameters entering the 

input information may undergo changes,  e.g. restriction values  0C ,  00C ,  0R ,  00R ,  0D ,  

00D ,  as well as partial utility values    Cα ,  Dα   and  Rα .  New values have to be 

implemented in the harmonization model in order to facilitate optimal budget reallocation 
among the remaining project's activities at  Step 5  of the algorithm.  If problem  (17-22)  
has no solution,  the decision-making to be undertaken at the company level results either in 

obtaining additional budget value  CΔ   or in increasing the due date by  DΔ .  Both values 

can be determined by means of harmonization. 
 

9. Practical  Applications 
 

This Section refers to considering practical achievement on the basis of 
implementing harmonization models for monitoring various  PERT-COST  network projects.  
The experimental design has been taken from a real design office  [1]. 

We will henceforth consider a  PERT-COST type project with random activity 
durations and  p.d.f.  satisfying  (10),  (11)  or  (12).  The project’s initial data is presented in  

Table 2.  The basic project’s parameters are as follows:  project’s budget  C ,  due date  D   

and reliability  R .   Partial utility coefficients are   0.1C =α ,  5.0D =α   and  0.1R =α ,  

while the initial search steps  (first iteration)  for  CCSA   are  4C =Δ   and  2D =Δ .  

The number  M   of simulation runs for the  PHM   is taken  000,2M = .  Computer 

program for the  PHM   algorithm  is written in  Borland C++ language  on Pentium-IV PC.  

Other project’s parameters are as follows:  7.0R0 = ,  95.0R00 = ,  250C0 = ,  

230C00 = ,  95D0 = ,  85D00 = ,  10C =δ ,  0.2D =δ ,  1.0R =δ   and  001.0=ε . 

 

The second iteration for the  CCSA   is carried out with  0.2C =Δ   and  

0.1D =Δ ,  while all further iterations,  2v≥ ,  are realized with  0.1C =Δ   and  

0.1D =Δ . 
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The performance of the harmonization model’s algorithm  is illustrated on  Tables 
3-5  (for the case of  p.d.f.  satisfying  (10),  (11)  and  (12),  correspondingly).  It can be 
well-recognized that: 
 
1. The cyclic coordinate search algorithm for determining the optimal utility of a medium-

size project  requires only four iterations to carry out the optimization process.  The 
increase of the project’s utility parameter after completing the fourth iteration  (14 
search points),  as compared with the initial search point,  shows utility improvement 
of approximately  45%.  Thus, the two-level heuristic algorithm to optimize the 
project’s harmonization model  performs well. 

  
2. Using the beta-distribution function  results in obtaining the highest values for the 

project’s utility parameter.  This stems from the obvious fact  that the mean value  

b4.0a6.0 +=μ   for beta-distribution  p.d.f.  within the distribution range  ( )b,a   is 

closer to the lower bound  a ,  than in case of normal and uniform distributions with 

symmetrical mean values  ( )ba5.0 +=μ .  It goes without saying  that lower mean 

activity – time values  result in higher reliability estimates.  Since values of the 
truncated normal distribution  concentrate closer to the mean value,  than uniformly 
distributed values,  the corresponding project’s utility estimates  are slightly better for 
the normal distribution  p.d.f.  than for the uniform one. 

  
3. Thus,  the optimal project’s utility can be determined for the following parametrical 

values: 
 

245C = ,   93D = ,   914.0R = ,   64.3UG =    (beta-distribution), 

245C = ,   93D = ,   893.0R = ,   43.3UG =    (normal distribution)  and 

245C = ,   93D = ,   889.0R = ,   39.3UG =    (uniform distribution). 

 
 

10. Conclusions  and  Application  Areas 
 

The following conclusions can be drawn from the study: 
 
1. Problems of estimating the utility of complicated and usually multilevel management 

systems by means of establishing and solving harmonization problems,  are very 
urgent,  especially for organization  systems  with a variety of  quality parameters.  
Applications of the  utility theory  in 

 
Table 2.  The  project’s  initial  data 

N  i  j  minijc  maxijc  ijA  ijB  

1 1 2 2 8 25 81 
2 1 3 1 6 22 60 
3 1 4 1 8 75 105 
4 1 5 2 15 80 132 



  
Quantitative Methods Inquires 

 

 
217 

5 1 6 1 8 30 45 
6 1 7 8 30 160 200 
7 2 3 8 15 50 100 
8 2 15 3 8 83 120 
9 3 14 10 15 110 220 

10 3 15 4 12 60 120 
11 4 13 5 10 90 120 
12 4 14 8 12 50 100 
13 5 9 7 17 150 200 
14 5 13 5 10 105 140 
15 6 9 2 5 60 80 
16 7 8 3 10 42 60 
17 8 10 2 10 20 32 
18 8 11 6 10 40 80 
19 9 11 1 5 90 120 
20 9 12 3 10 42 60 
21 10 20 2 5 60 80 
22 10 21 5 10 105 140 
23 11 19 7 15 150 200 
24 11 21 8 12 50 100 
25 12 18 5 10 90 120 
26 13 17 4 12 60 120 
27 13 18 5 10 48 60 
28 13 19 4 8 63 110 
29 14 16 1 7 58 102 
30 14 17 1 7 23 94 
31 15 16 4 9 85 120 
32 15 17 3 5 60 104 
33 16 22 4 11 70 93 
34 17 22 5 10 82 153 
35 17 23 6 10 74 110 
36 18 23 2 8 80 120 
37 19 23 2 5 40 87 
38 20 21 1 4 32 72 
39 21 23 3 8 63 95 
40 22 23 5 12 87 128 

 
Table 3. Performance  illustration  of  the  harmonization  algorithm  (for  a  beta-

distribution  p.d.f.) 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  ( )vU   
after 

the  v -th 
iteration 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.996 1 Feasible 2.90 2.90 
2 242 95 0.922 1 Feasible 3.02 3.02 
3 238 95 0.793 1 Feasible 2.13 3.02 
4 242 93 0.861 1 Feasible 3.41 3.41 
5 242 91 0.723 1 Feasible 3.03 3.41 
6 244 93 0.895 2 Feasible 3.55 3.55 
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7 246 93 0.912 2 Feasible 3.52 3.55 
8 240 93 0.814 2 Feasible 3.14 3.55 
9 244 94 0.936 2 Feasible 3.46 3.55 

10 244 92 0.835 2 Feasible 3.45 3.55 
11 245 93 0.914 3 Optimal 3.64 3.64 
12 243 93 0.875 3 Feasible 3.45 3.64 
13 245 94 0.951 4 Feasible 3.51 3.64 
14 245 92 0.855 4 Feasible 3.55 3.64 

 
 
Table 4. Performance illustration of  the  harmonization  algorithm  (for a  normal 

distribution  p.d.f.) 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  
( )vU   after 

the  v -th 
iteration 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.989 1 Feasible 2.90 2.90 
2 242 95 0.915 1 Feasible 2.95 2.95 
3 238 95 0.782 1 Feasible 2.02 2.95 
4 242 93 0.829 1 Feasible 3.09 3.09 
5 242 91 0.698 1 Non-feasible - 3.09 
6 244 93 0.868 2 Feasible 3.28 3.28 
7 246 93 0.885 2 Feasible 3.25 3.28 
8 240 93 0.802 2 Feasible 3.02 3.28 
9 244 94 0.912 2 Feasible 3.22 3.28 

10 244 92 0.811 2 Feasible 3.21 3.28 
11 245 93 0.893 3 Optimal 3.43 3.43 
12 243 93 0.847 3 Feasible 3.17 3.43 
13 245 94 0.921 4 Feasible 3.21 3.43 
14 245 92 0.839 4 Feasible 3.39 3.43 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

 
Table 5. Performance  illustration  of  the  harmonization  algorithm  (for  a  uniform  

distribution  p.d.f.) 
 

№ 
of  

search 
steps 

 
C  D  R  

№  v  
of iteration 

Feasibility 

 
Utility 

( )R,D,CU
 

Value  
( )vU   after 

the  v -th 
iteration 

0 250 95 1.000 1 Feasible 2.50 2.50 
1 246 95 0.984 1 Feasible 2.90 2.90 
2 242 95 0.912 1 Feasible 2.92 2.92 
3 238 95 0.765 1 Feasible 1.85 2.92 
4 242 93 0.821 1 Feasible 3.01 3.01 
5 242 91 0.695 1 Non-feasible - 3.01 
6 244 93 0.864 2 Feasible 3.24 3.24 
7 246 93 0.882 2 Feasible 3.22 3.24 
8 240 93 0.795 2 Feasible 2.95 3.24 
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9 244 94 0.910 2 Feasible 3.20 3.24 
10 244 92 0.807 2 Feasible 3.17 3.24 
11 245 93 0.889 3 Optimal 3.39 3.39 
12 243 93 0.844 3 Feasible 3.14 3.39 
13 245 94 0.918 4 Feasible 3.18 3.39 
14 245 92 0.835 4 Feasible 3.35 3.39 

 

Since values  
( )3U   and  

( )4U   coincide,  the algorithm terminates after the fourth iteration 
 

 
 recent publications are restricted to market competitive models and do not deal as yet 

with complicated hierarchical systems’ functioning. The nowadays existing multi-attribute 
utility theory can be applied only to the stage preceding the product’s design and 
determining the objectives for future market competition. 
 

2. We suggest to implement the utility concept as a generalized system’s quality estimate 
which takes into account several essential parameters. The latter usually define the quality 
of the system as a whole. We have developed a generalized harmonization problem in 
order to maximize the system’s utility.  The corresponding model is optimized by means of 
a two-level heuristic algorithm. At the upper level  (the level of independent parameters)  
a relatively simple search procedure, e.g. the cyclic coordinate algorithm,  has to be 
implemented.  At the lower level partial harmonization problems to optimize the 
dependent parameters,  have to be used. Note, that nowadays there is no formalized 
linkage between the system’s parameters and attributes and,  thus,  no optimization 
problem can be put and solved in order to maximize the product’s utility within its specific 
life cycle. The developed research enables implementing such a linkage,  in future,  on the 
stages of both designing and creating new products and,  later on,  on the stage of 
marketing the product. 
 

3. For stochastic PERT-COST  network projects three parameters are implemented in the 
model: the budget assigned to the project, the due date and the project’s reliability to 
meet the due date on time. The harmonization model’s solution is achieved by means of 
implementing a two-level heuristic algorithm. At the upper level a cyclic coordinate search 
algorithm to determine the quasi-optimal couple  (budget – due date) is suggested. At the 
bottom level a high-speed heuristic procedure serving as a partial harmonization sub-
model, is implemented:  on the basis of input values  (the assigned budget  and the set 
due date) to maximize the probability of meeting the deadline on time by undertaking 
optimal budget reallocation among the project’s activities. 
 

4. Harmonization models can be applied directly to all kinds of  PERT-COST  network 
projects with uncertainties associated with activities' durations but without either 
technological risks or uncertainties on the stage of marketing the project's products.  Such 
projects usually refer to the  public service area,  like constructing new hospitals,  schools,  
stadiums,  theatres,  bridges and tunnels,  new urban areas,  factories,  etc.  In our 
opinion,  those projects represent an overwhelming majority of existing projects and,  
thus,  require good quality monitoring.  For such projects we suggest to use the newly 
developed harmonization techniques both for estimating the project's utility and for 
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introducing regulating control actions at inspection points to enhance the progress of the 
project in the desired direction.  Thus, harmonization modeling enables certain on-line 
control procedures for projects under random disturbances. 
 

5. Being a regulation model, harmonization can be implemented (in a random disturbances 
environment)  as a risk assessment tool as well. Thus, for this class of projects, 
harmonization,  controlling and risk assessment actually meet. 
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APPENDIX 
 
Nomenclature 

( )A,NG       

- 

finite,  connected,  oriented activity – on – arc network of  PERT-COST type; 

( ) ( )A,NGj,i ⊂   -   activity leaving node  i   and entering node  j ; 

ijt  - random time duration of activity  ( )j,i ; 

ijc  - budget assigned to activity  ( )j,i ; 

minijc  - minimal budget capable of operating activity  ( )j,i   (pregiven); 

maxijc  - maximal budget required to operate activity  ( )j,i   (pregiven);  in case  maxijij cc >   

additional value  maxijij cc −   is redundant; 

C  - budget assigned to carry out project  ( )A,NG ; 

D  - the due date for the project  ( )A,NG ; 

R  - the project’s reliability value,  i.e.,  its probability of meeting the deadline  D   on time; 

( )ANGt ,*   - PERT-COST graph updated at point 0>t ; 

∗
tC  - the project's budget updated at point 0>t ; 

( )
ijc

GT  - the project’s random duration on condition  that budget values  ijc   are assigned to 

activities  ( )j,i ; 

( )
ijc

GR  - the project’s local reliability,  i.e.,  the probability of meeting its deadline on time on 

condition  that values  ijc   are assigned to  ( ) ( )A,NGj,i ⊂ ,  ( )
ijc

GR =  

( ){ }DGTPr
ijc
≤  ; 

( )
{ }

( )

( )
ij

j,i
ijij

c
Cc,c

D,C GRxaMGR
∑

=
=

-  the project’s conditional reliability  (on condition that values  C   

and  D   are preset beforehand;  to be calculated); 

D,C
PHM  -   the partial harmonization model to optimize reliability  R   with independent input 

values  C  and  D ; 
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0C  - the maximal possible budget to be assigned to project  ( )A,NG   (pregiven); 

0D  - the maximal permissible due date for the project  ( )A,NG   to be accomplished  

(pregiven); 

0R  - the minimal permissible reliability value for project  ( )A,NG   (pregiven); 

CΔ  - budget search step  (pregiven); 

DΔ  - due date’s search step  (pregiven); 

00C , 00D , 00R , 00P    -       the best possible values  of parameters  C ,  D ,  R   and  P   (pre-

given); 

Cδ  - budget unit value  (pregiven); 

Dδ  - time unit value  (pregiven); 

Rδ  - reliability unit value  (pregiven); 

Cα  - partial utility value for parameter  C   (pregiven); 

Dα  - partial utility value for parameter  D   (pregiven); 

Rα  - partial utility value for parameter  R   (pregiven); 

( ) ( )R,D,CUGU =   -    the project’s utility; 

( )0000 R,D,CUU =  -    the project’s basic utility; 

D,C
U  

 
- conditional project’s utility on the basis of unification  

⎭
⎬
⎫

⎩
⎨
⎧

D,C
PHM,D,C ; 

D,C
U  

- conditional project’s utility on the basis of unification  

⎭
⎬
⎫

⎩
⎨
⎧

D,C
P,D,C

PHM,D,C fh ; 

 

{ }GCCSA  
-   the cyclic coordinate search algorithm  which undertakes a search in the  

2E   space 
of budget values  C   and due dates  D ; 

1v ≥  - ordinal number of a current iteration in  { }GCCSA ; 

( )vCCSA
 

- the results of the v -th current iteration in the course of carrying out  { }GCCSA ; 

0>ε  - pregiven search tolerance  (accuracy)  in the course of optimizing the project’s utility. 
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