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1. Introduction 
 

On the basis of statistical data ( )niii xxx ,...,, 21 , mi ,1= , n -dimensional orthogonal 

regression (or total least squares-TLS), is equivalent to solving a problem in the general 
form: 

( )
( ) =

∈
nccc

cccJ
n

n

,...,,min 21,...,, 21 R
( ) ( )( )[ ]∑

=

m

i
niiinniii xxxcccHxxx

1

2
212121 ,...,,;,...,,,,...,,distance  

where H  is a regression function (generally, a hyperplane). TLS approach has 
some interesting properties [3]3 which make it more appropriate than classical regression 
methods in many cases: for instance the sum of squared distances is independent of the 
choice of axis system but, the most important fact, this method can be applied when the 

order cause-effect is not very clear (in other words, any nxxx ,...,, 21  can be chosen as 

dependent variable). In the following sections, consider 3=n , that is H  is a line or a 
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plane. Graphic generating procedures are available in Matlab for both cases [4]. The 
economic evolution through the instrumentality of three among most important indicators 

(GDP ( 1I ), Inflation ( 2I ) and Unemployment ( 3I )-measured in the form of annual percent 

changes) is a process which can be very well described using TLS for 3=n  (remark that 

there isn’t a direct causal relation between these indicators). In more details, at the given 

moments in time, 1I , 2I , 3I  receive (after measurements) some numerical values. These are 

the initial set of data and are considered a starting point by applying the TLS method a 
global image of economic evolution in the time intervals which are studied. Moreover, a 

mathematical relation between 1I , 2I , 3I  can be obtained, which allow us to forecast one of 

them if the others are easily predictable. In Section 3 this reasoning (mention that it is used 
to measure V4 group economic differences [3], too) is applied to 3 economics entities 
(Romania, Eurozone and The United States of America) on a period of eight years (2000-
2007) and the results are figured as a regression line. The information regarding 

comparison at a single indicator level ( 1L ) can be obtained by measuring the slopes relative 

to every positive oriented space direction, and at level of group of two of them ( 2L ) by the 

angles between the regression line and the three coordinate planes (as basis plans). Taking 

into account levels 1 and 2 we receive a complex, combined image which takes us to 3L  

(top level) which gives a three dimensional space image of the whole economic process. The 
article contains two main parts: the theoretical considerations and the application of the 
method of orthogonal regression in comparative study and graphic evolutive presentation of 
the selected economies. 
 
 

2. A model of three-dimensional orthogonal regression 
 

Consider the data ( ) ( ) ( )( ) miyxx Tiii ,1,,, 3
21 =∈R . The linear model is given by: 

( ) 2211021, xcxccxxy ++=  

Ordinary least squares: 
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This is equivalent with search the best fitting plane in 3R , 

( ){ }3
1 2 0 1 1 2 2, , Tx x y y c c x c x∈ = + +R . 
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One can observe that as 
( ) ( ) ( ) mixcxccy ii

i
i ,1,2210 =∀++=  

then 
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that is 

1 20 1 2y c c x c x= + + . 

Therefore the objective function can be written 
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with equality if and only if 1 20 1 2y c c x c x= + + . As a consequence the centroid belongs to 

the fitting plane. 
Consider 

( ) ( ) ( )( ) ( ) ( )( )TmTm
kkkk yyxxx ,...,,,...,, 121 == yx  

and 

( )1 2A = 1 x x  

where 

( ) mT R1 ∈= 1,...,1 , ( ) ( ) ( )( ) mTmxxx Rx ∈= 1
2

1
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Thus 

( ) 2

2

2
22110210 ,, cy1 AxcxccycccJ −=−−−=  

and the solution may be derived from the normal equations. 
On the other hand, taking into account that 

( ) =210 ,, cccJ ( )( ) ( )( ) ( )( )[ ]∑
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iii xxcxxccyy
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the problem is equivalent with finding r  with 1
2
=r  which minimize 

2

2
rB , where 

( )yyxxxx −−−= // 2211B  for ( ) 2,1,,..., =∈= sxx m
sss Rx  and ( ) myy Ry ∈= ,..., . The 

solution always exists [2]. 
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Figure 1. 

 
Next, we study the same problem by substituting the previous plane with a 

regression line l . The parametric equations of l  (with the property ( )000 ,, zyx ∈ l ) in 3D 

space are: 

taxx += 0 , tbyy += 0 , tczz += 0  where R∈t . 

On the basis that the centroid is on the regression line (as is derived in the 

Appendix), one may write the parametric equations of the line l  in the form:  

taxx += , tbyy += , tczz += . 

Moreover, for a point ( )jjj zyxP ,,  the following relation can be derived:  

( ) ( ) ( )PdPdlPd l ,CentroidPr,Centroid, 222 =+  (Figure 1). 

Then  
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(for points which are not projected in the centroid; for the others, the distance to the line is 
constant and has no influence in the minimization of the objective function). 

Thus the squared distance from ( )jjj zyxP ,,  to line l  is given by: 



  
Quantitative Methods Inquires 

 

 
336 

( ) ( ) ( ) 2

222
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

++
−+−+−

−−
cba

zzcyybxxa
axx jjj

j

( ) ( ) ( )
+

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

++
−+−+−

−−+
2

222 cba
zzcyybxxa

byy jjj
j  

( ) ( ) ( ) 2

222
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

++
−+−+−

−−+
cba

zzcyybxxa
czz jjj

j . 

The sum which must be minimized becomes 
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which can be solved by mathematical computer programs. 

Another method is to use spherical coordinates (Figure 2). As before, ∈C l . 

 

 
Figure 2. 

 
First, a translation is made in such a manner that the origin of the rectangular 

coordinates becomes the centroid C . Consequently, a point ( )zyxP ,,  has the new 

coordinates ( )zzyyxx −−− ,, . 

Let θ  be the angle between the line l  and the positive Cz -axis and ϕ  the angle 

between the plane through l  and orthogonal to xCy  and the plane xCz . A rotation 

around Cz  such that l  comes in xCz  is performed. The new position for the generic point 

is ( )111 ,, zyxP  where 
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( ) ( ) θθ sincos1 yyxxx −+−= , ( ) ( ) θθ cossin1 yyxxy −+−−= , zzz −=1  

Now, make a rotation around Cy  such that Czl ≡ . It implies that P  has the coordinates 

( )222 ,, zyx  with  

ϕϕ cossin 112 xzx +−= , 12 yy = , ϕϕ sincos 112 xzz +=  

Thus 

( ) ( ) ( ) ϕθϕθϕ cossincoscossin2 yyxxzzx −+−+−−= , 

( ) ( ) θθ cossin2 yyxxy −+−−= , 
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The squared distance from ( )222 ,, zyxP  to l  is 2
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The sum of squared distances from the points ( ) miiii zyx ,1,, =  to the line l  is given by 
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Taking into account the fundamental trigonometric formula for both angles and 
with computing technique of SWP for instance, the solution can be obtained. In addition, 
there are Matlab routines for the representation of both types of regression in 3D space: 
plane and line [3,4]. 
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3. Case study: Eurozone countries, Romania  
and the United States of America 
 

In this section a comparative study is developed for the period 2000-2007 with 
data regarding GDP, inflation and unemployment associated to: Eurozone, Romania and the 
US. The numerical values of the mentioned variables are given in the next tables. 
 
Table 1. Euro zone countries 

Eurozone 
(2009) 

Adopted Population 

Austria 1999 8,316,487 
Belgium 1999 10,666,866 
Cyprus 2008 766,400 
Finland 1999 5,289,128 
France 1999 63,392,140 

Germany 1999 82,314,906 
Greece 2001 11,125,179 
Ireland 1999 4,239,848 

Italy 1999 59,131,287 
Luxembourg 1999 476,200 

Malta 2008 404,962 
Netherlands 1999 16,471,968 

Portugal 1999 10,599,095 
Slovakia 2009 5,389,180 
Slovenia 2007 2,013,597 

Spain 1999 45,116,894 
Source: European Central Bank, Map of euro area, March 2009 
 
Table 2. Eurozone 

Subject 
Descriptor 

2000 2001 2002 2003 2004 2005 2006 2007 

GDP 3.842 1.905 0.912 0.795 2.085 1.608 2.757 2.595 
Inflation 2.171 2.368 2.292 2.073 2.149 2.191 2.183 2.148 

Unemployment 8.092 7.800 8.200 8.675 8.825 8.575 8.746 7.427 
Source: International Monetary Fund, World Economic Outlook Database, October 2008. 
Note: measuring units: annual percent changes. 
 
Table 3. Romania  

Subject 
Descriptor 

2000 2001 2002 2003 2004 2005 2006 2007 

GDP* 2.149 5.745 5.120 5.224 8.455 4.180 7.855 6.042 
Inflation* 45.667 34.468 22.537 15.274 11.881 9.025 6.552 4.840 
Unemployment** 7.100 6.600 8.400 7.000 8.000 7.200 7.300 6.400 
*Source: International Monetary Fund, World Economic Outlook Database, October 2008. 
**Source: ILO (International Labour Organization) Bureau of Statistics, LABORSTA-database of  labour statistics, 

March 2009. 
 
Table 4. United States 

Subject Descriptor 2000 2001 2002 2003 2004 2005 2006 2007 
GDP 3.660 0.751 1.599 2.510 3.637 2.939 2.779 2.028 

Inflation 3.367 2.817 1.596 2.298 2.668 3.375 3.226 2.858 
Unemployment 3.967 4.742 5.783 5.992 5.542 5.067 4.608 4.642 

Source: International Monetary Fund, World Economic Outlook Database, October 2008. 
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The graphical representations for variations of the considered variables with respect 
to time are given in Figure 3. 
 
 

  
   A                                                                                       B 

 

   
                                           C 

 Figure 3 

 
By using the developed method and some MATLAB algorithms [3,4], one can obtain 

the regression lines from Figure 4 (for Eurozone), Figure 5 (for Romania) and Figure 6 (for 
USA).  
 

Scatter Plot

C
11

C9         C10

7.0

7.5

8.0

8.5
9.0

2.0

2.1

2.2

2.3

2.4

0
1

2

3

4

 
Figure 4. Eurozone – datapoints and regression line 
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Figure 5. Romania – datapoints and regression line 
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Figure 6. United States–datapoints and regression line 
 

4. Conclusions 
 

A deterministic method for mapping the linear evolution of an economy using three 
main indicators, each of them regarded as a time function, was discussed. The algorithm 
was applied to a cross-national comparative study regarding economic changes in a period 
of several years. 
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Appendix 
 
In this section the following notations are used: 

-The dot product (or the inner product) between three-dimensional vectors ( )321 ,, aaaa =  and 

( )321 ,, bbbb =  is given by 

332211 babababa ++=⋅  

-The cross product is defined by 

( )122131132332 ,, bababababababa −−−=×  

Let ( )000 ,, zyxA  be a point belonging to line l , ( ) kzjyixzyxr 0000000 ,, ++==  (position 

vector) and ( )cbav ,,=  (direction vector). Consider an arbitrary point ( ) lzyxB ∈,,  and 

( )zyxr ,,= . Then there is a real number t  such that vtAB = . Therefore one can write 

=+= ABrr 0 vtr +0  (Fig. A). So the vector equation of the line is given by vtrr += 0 , 

R∈t (parameter). The vector equation is equivalent to ( ) ( ) ( )tctbtazyxzyx ,,,,,, 000 += , from 

which the following parametric equations are derived: ctzzbtyyatxx +=+=+= 000 ,, , with 

R∈t , or (if :)0,, ≠cba  
c

zz
b

yy
a

xx 000 −
=

−
=

−
. 

           
                                       Figure A                                                       Figure B 
 

Consider ( )kkkk zyxP ,,  a point in the three-dimensional space and the line l  (defined as above). If 

θ  is the angle between kAP  and v  ( kPAQ ˆ=θ , Fig. B) it results the following relation between the 

cross product and θsin :  

θsin⋅⋅=× vAPvAP kk . 

Thus, the formula for the distance from the point kP  to the line l  is given by: 

v
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×
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⋅
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The sum of squared distances from points ( ) mkzyxP kkkk ,1,,, =  to l  is: 

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]{ }∑
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−−−+−−−+−−−
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m
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00

2
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2
00222
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If one set the first derivatives w.r.t. 000 ,, zyx  equal to zero, obtain: 

( ) ( )[ ] ( ) ( )[ ]{ } 0
1
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=

m
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which lead to 
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Consider the determinant: 

22

22

22

babcac
bccaab
acabcb

−−
−−

−−
=Δ  

As (Column 1)= ⋅
−
a
b

(Column 2)+ ⋅
−
a
c

(Column 3) it result that 0=Δ . 

Consider 

( )2222
22

22

cbac
caab

abcb
++=

−−
−−

=Δ  

( )
( ) ( )( )0

222
22

0

0
1 zzcbaac

cazzbc
abzzac

−++=
−−−−

−−
=Δ  

( )
( ) ( )( )0

222

0

0
22

2 zzcbabc
zzbcab
zzaccb

−++=
−−
−−−−

=Δ  

Thus ( )0
1

0 zz
c
axx −=

Δ
Δ

=−  and ( )0
2

0 zz
c
byy −=

Δ
Δ

=− . Hence 
c

zz
b

yy
a

xx 000 −
=

−
=

−
 

and it’s obvious that the centroid belonging to the fitting line. 
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