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ABSTRACT:  
The paper discusses the practical implementations of using the support vector machine 

(SVM) algorithm for imbalance data to predict the stock performances in the Indonesian stock 
market. SVM algorithm for imbalance data was used to model various financial ratios as 
independent variables to investigate indicators that significantly affect the stock’s performance 
of large market capitalization companies which were actively traded over the last three-year 
periods. The model selections, namely the imbalance and the balance SVM model with dummy 
variables representing the appropriate weights were carried out using 10-fold cross validation 
methods integrated with a grid search procedure for parameter optimization. The study 
identified and examined six financial ratios commonly used by the stock analysts without 
considering macro economic variables was able to classify the performances of the companies 
into two categories “good” or “poor” based on the prices proportion of two consecutive 
periods. The result suggested that the proposed method yield competitive performance in terms 
of prediction accuracy level as compared with its competitors.  

Key words: Classification, financial ratios, prediction, stock’s performance, support 
vector. 
 

1. INTRODUCTION 
 
 Predicting stock performance is a very difficult as well as a challenging problem. In 
the history of stock performance forecasting literature, no comprehensive or accurate model 
has been recommended to date. Hence the usage of relevant financial information to make 
good investment decisions in the stock market is important. Having made careful observations 
for the interdependence among some relevant variables such as interest rates, bond returns 
and volatility in affecting the probabilities of different types of stock market crashes, stock 
analyst should as well pay attention to emerging stock markets, since a certain local crash 
can be seen as a bad signal in other market places.  

A stock’s performance can, to some extent, be analyzed based on financial indicators 
presented in the company’s annual report. In which, the annual report provides a vast 
amount of information that can be use to produce various financial ratios. Many literatures 
told that financial ratios can be used for assessing future stock performance namely to 
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project future stock price trends based on those previous values. Ratio analysis therefore 
becomes a key parameters used by stock analyst to determine the intrinsic value of stock 
shares. The study of financial ratios emerged after stock market crashes in the 1998s and 
2009s in Indonesia. Today, ratios are also used in fundamental analysis to predict future 
company’s performance. As the need in this type of analysis to grow, various new ratios, 
such as book value and price/cash earnings per share, have been included for share 
valuation. The level of importance given to these ratios differs from industry to industry and 
from one country to another. Thus, selecting appropriate ratios is very crucial in increasing 
the prediction success rate.  
 The objective of this paper is to analyze financial data in order to develop a 
simplified model for interpretation. This paper intents to build a model for classifying sharia 
stocks belong to Indonesian Syariah Stock Index (ISSI) into two categories (good or poor), 
based on their rate of return. Here a company’s stock is classified as “good” if its share 
prices to be greater than of the previous period’s price, provided that the price ratio of the 
two consecutives periods is above the predefined value, e.g., 130 % in the data sample. In 
this study, the SVM algorithm has been used to classify selected companies, based on their 
performance. The SVM algorithm is used to predict the categorical value (poor or good) of 
stock performances by classifying the data of feature variables. It involves optimizing the 
margin value to locate the hyper plane in between the two different classes of good and 
poor stocks. This is carried out by first transforming the feature variables using nonlinear 
implicit kernel mapping into a possibly higher feature dimensions to make the data to be 
able being delineated by the hyper plane.  
 Among all of the stocks listed in the Indonesia Stock Market, not all of them be 
grouped into sharia index. A certain stock considered to be a sharia stock after an 
examination and investigation processes carried out by the board of Islamic sharia 
commission, namely Dewan Sharia Indonesia (DSI). The board of commission reports the 
investigation results to the Government body namely Bapepam-LK. To enable helping 
investors for doing investment on these shares, Bapepam-LK announced a list of stocks 
considered to follow sharia principle called Daftar Efek Sharia (DES) every semester. DES 
contains a set of stocks in the stock market which do not violate the sharia principles. 
Generally the shares included in DES involve not only stock issued by public companies, but 
also other kinds of shares such as mutual funds, bond, obligation and  some other sharia 
effects. The bench mark of market performance for all Indonesia sharia stocks (ISSI) is 30 
most actively transacted stocks during the last year of examination process carried out by 
DSN, called Jakarta Islamic Index (JII).  Criteria to decide whether a certain stock to be in the 
JII list are: The main business of share issuing company does not violating the sharia laws 
and already listed for more than three months (except it is included in the top 10 big market 
capitalization). The stocks should fulfill the following conditions: For which is based on its 
annual or semester financial report, it must have liability ratio upon maximal asset to be 
around 90%, to be considered in the 60 top stocks ranked based upon biggest market 
capitalization averages during the last year, be considered in the 30 stocks ranked based 
upon average of regular trading liquidity values during the last year.  

 
2.   REVIEW OF LITERATURES  
 
 In the last 10 recent years, there has been a greater focus of the market because of 
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its rapid growth and its increasing potential for global investors to the Indonesia stock 
market. Emerging-market returns are usually more predictable than of the developed market 
returns because it is more likely to be highly influenced by local information than those of 
the developed markets (Harvey, 1995). Several written works examined the cross-sectional 
relationship between fundamental variables with indicators such as earnings yield, cash flow 
yield, book-to-market ratio and others to predict stock returns in the case of developed 
markets as well as the use of financial ratios for classifying the performance of firms (Kato et 
al.1996; Jung & Boyd, 1996). These indicated that a good prediction performance can be 
obtained based on the financial ratios data.  
 In light of the market’s growing importance, more attention has been directed to 
studies concerning different classification techniques for measuring stock performance. One 
of the technique is Logistic regression (LR), that can be used for predicting the presence or 
absence of a characteristic or outcome based on values from a set of predictor variables 
(Lee, 2004). The model can be used for classifying firms as either defaulters or non-
defaulters. The model was focused upon the ability to rank the defaulted and non-defaulted 
firms, based upon the failure probability to be more favorable. In order to apply logistic 
regression, one must consider two kinds of error rate, namely type I and type II rates in the 
selection of the optimal cut-off probability. Hence, there is a subjectivity of the choice of 
these misclassification costs in practice, which is the weakness of the LR procedure (Zavgren, 
1985). 
 Some studies generally reported that data-mining techniques such as artificial neural 
networks (ANN) and support vector machine (SVM) were better suited to detect stock-price 
movement, in terms of classification accuracy than multivariate statistical techniques such as 
discriminant analysis or LR. Among them were (Cheng 1996, Van & Robert 1997, Öğüt 2009) 
who used data mining techniques for modeling financial time series. Min & Lee (2004) showed 
that SVM outperformed the ANN for predicting business failure in Korea for their comparative 
study. Min & Jeong (2009) compared prediction accuracy of a binary classification model with 
other methods such as multi-discriminant analysis, LR and ANN, who showed that their model 
can be a promising alternative to consider among the existing model forbankruptcy prediction. 
A comprehensive review of various work related to bankruptcy prediction problems carried out 
by Kumar & Ravi (2007) found that neural network is the most widely used technique. Mostafa 
(2010) showed that neuro-computational models, called quasi-Newton training algorithm is 
useful tools in forecasting stock exchange movements in emerging markets. The training 
algorithm they used produces fewer forecasting errors, compared with other training 
algorithms. This is because the robustness and flexibility of training algorithms serve neuro-
computational models to be expected to outperform traditional time series techniques such as 
regression and ARIMA in forecasting price movements in stock markets.(Guresen et al. 2011) 
evaluated the effectiveness of neural network class models, namely multi-layer perceptron 
(MLP), the dynamic artificial neural network and hybrid neural networks that used generalized 
auto-regressive conditional heteroscedasticity (GARCH) to extract new input variables in stock 
market predictions. (Li et al. 2010) used a 30 times hold- out method to build a better model 
for predicting stock returns, along with the two commonly used methods in data mining 
algorithms (SVM and k Nearest Neighbor) are used. They concluded that the homogeneous 
multiple classifiers utilizing neural networks by majority voting perform best to predict stock 
returns. (Swiderski et al. 2012) demonstrated an approach for an automatic assessment of the 
company financial condition and developed the computerized classification system, applying a 
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certain representation of data and then using support vector machine (SVM) as the final binary 
classifier. The application of this method to the firm’s financial condition assessment has shown 
to be superior with respect to the classical approaches.  
 
2.1 SVM algorithm 
 SVM model for imbalance data is similar to SVM model of balance data, but is 
qualified in models where the dichotomous dependent variable shows that the number of 
certain outcome is very much bigger than of the other. SVM model for imbalance data can 
be used to predict the membership of each unit sample based on the independent variables 
or features values in the model. The SVM algorithm yields coefficients for each independent 
variable based on model selection for optimal parameter using a data sample. Support 
vector machine models (SVM) which contain nonlinear and noise components are widely 
used in practice (Hsu et al., 2013). The parameters of an SVM model are commonly 
estimated by learning from the data sample.  
 The particular advantage of SVM is that, through the application of implicit nonlinear 
mapping, i.e. by implementing a kernel function; for mapping the feature space of 
independent variables into higher dimensions. This likely to produce a new set of data 
sample in the higher dimensions of features space and then making possible for the usual 
hyper plane to delineate in between the two different groups of sample (Lee, 2004). The 
predictor values from the analysis (-1 or 1 outcome) can be interpreted as a membership in 
the target groups (categorical dependent variables). 
 Existing literature indicates that SVM model for imbalance data has been rarely used 
to build a model for predicting out-performing sharia shares. SVM model has been used 
mostly for predicting financial distress and business failure. It has not been used for 
predicting sharia share performance in Indonesia. In terms of stock market investment 
destination, Indonesia is a good performing emerging market. In this context, the present 
study will provide useful method of stock analysis to shareholders and potential investors to 
help them to make good decisions regarding the investments. 
  

3. RESEARCH OBJECTIVE AND METHODOLOGY 
  
 In this study, the relation between financial ratios and stock performance of the firms 
has been examined using binary Support Vector Machine algorithm for imbalance data. The 
earlier studies cited above have generally shown support vector machine algorithm for 
imbalance data, as used in the finance field can be an effective tool for decision makers. It 
has also been recognized fundamentally that financial ratios can noticeably enhance the 
forecasting model ability of stock price.  The objective of this study is to build a model using 
financial ratios of the firms for predicting out-performing shares in Indonesia Sharia Stock 
Index (ISSI). The goals of this study are to answer the questions: Can the stock’s prices 
proportion of two consecutive periods be explained by using financial ratios? (2) Can the 
stock's returns through the use of stock’s prices proportion of two consecutive periods be 
analyzed using a support vector machine model for imbalance data? 
  
3.1. Analysis of SVM model for imbalance data 
 The classification task in SVM model is performed by separating hyper plane for 
which every unit data in the sample can be assigned to one of the two different classes 
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containing in the data sample.  The hyper plane produced by the SVM algorithm is formed 
such that the distance between a subset of data sample, known as vector supports should be 
maximal towards the hyper plane in order to have a better decision for learning process 
among the set of n data sample of p dimensions feature variables. The relationships 
between independent variables which contains several financial ratios and the dependent 
variables, in this case is stock categories of ‘good’ or ‘poor’ stock obtained from the learning 
process is then used for predictions. The outcome of SVM algorithm is a function that gives 
the decision of classification (good or poor) on the substitution of independent variable into 
the decision function Hofmann et.al (2008) obtained in the learning or training process. 
Hence SVM models allow one to predict a discrete outcome, such as group membership, 
from a set of variables that may be continuous, discrete or a mix of any of these. The 
relationship between the hyper plane f(x) and the support vectors data are described by 
Figure (1). Here both the vertical and horizontal axis denoted the explanatory variables x1 

and x2. 
 

 
 
Figure 1.Hyper plane obtained by SVM algorithm in R2 space 
 
 Real data rarely show linear separable phenomenon, hence a more suitable model 
to tackle for that data should accounts for non-linear as well as noise components. Based on 
a set of input quantities xi, yi  {-1, 1}; C, K(xi, xj) for i, j = 1, …,n where  xi  is a vector of p 
feature variables of a data sample. The assigned classification for ࢞ is denoted by using 
binary label {-1, +1}, with C is a set up parameter to represent the penalty cost of noise 
presence i in the data. The kernel function ܭሺ࢞,  ሻwith parameter γ represents an implicit࢞

nonlinear mapping in the data feature spaces, namely  ߮:	ܴ → ܴ where m ≥ p. The 
original SVM model formulation due to (Cortes & Vapnik 1995) for data sample of size n is 

 ݉݅݊							
ଵ

ଶ
ଶ‖ݓ‖  ܥ	 ∑ 																										ߝ


ୀଵ       (1) 

 Subject to: 

 1 െ ,ሻ࢞൫〈߮ሺݕ φ൫࢞൯〉  	ܾ൯ െ ߝ  0 

ߝ   ݅	ݎ݂						0 ൌ 1, 2, … , ݊. 
 
 The solution of the SVM optimization problem obtained by first to get the solution for 
the dual optimization problem in terms of Lagrange multiplier	ߙ: 

ሻߙሺܮ			ݔܽ݉  ൌ ∑ ߙ

ୀଵ െ

ଵ

ଶ
∑ ݕߙߙ

ୀଵ ݕ ∑ ,࢞ሺܭ ሻ࢞


ୀଵ     (2) 

 subject to: 0  ߙ  ,ܥ 0  ߚ  ,ܥ ܥ െ ߙ െ ߚ ൌ 0, ∑ ݕߙ

ୀଵ ൌ 0    for   i =1, …, n. 
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 A Quadratic Programming software (QP) may be used to get this solution. From the 
obtained optimal solution one arrives to the decision function after a substitution for optimal 
  into the expression of model’s parameter (w, b). The prediction classification for the wholeߙ
data is obtained based upon these parameter values. Here the optimal parameters values 
are obtained using grid search scheme implemented in the cross validation method based 
on the data training. After obtaining the optimal parameter values over the grid search 
areas then the prediction equation as shown in Equation (3) can be obtained. 
 
௧௦௧ሻ࢞ሺ	ݕ  ൌ ∑ሺ݊݃݅ݏ ݕߙ


ୀଵ ,࢞ሺܭ ௧௦௧ሻ࢞  	ܾሻ     (3) 

 
 The above SVM model works well on a set of balance data. However, for the case of 
imbalance data, where the number of ‘good’ and ‘poor’ stocks differ significantly, a more 
suitable model, namely SVM model for imbalance data should be used to obtain a more 
accurate model (Anand et al, 2010; Akbani et al, 2004; Hur and Weston, 2008). For the 
case of imbalance data, there are several other methods to make the imbalance data to be 
more balance. The most common methods applied for imbalance data include changing size 
of training datasets, cost-sensitive classifier (Akbani et al. 2004, Han et al. 2005, Chawla et 
al. 2002). Several other methods to deal with imbalance data had been as well proposed, 
which include modified SVMs, k nearest neighbor (kNN), neural networks, genetic 
programming, rough set based algorithms, probabilistic decision tree and learning methods 
(Ganganwar, 2012). Those methods were reported to have good classification performances 
on the imbalance data sets.  To note for method of resizing data which include oversample 
the minority class or under sample the majority class can cause to non randomness of 
sample distribution and hence its distribution no longer approximates the target distribution. 
While with under sampling, this might discard instances with valuable information. For this 
reason, here we come out to the addition of two dummies variables in the feature variables 
by implementing a weighting scheme for each data sample according to the class 
assignment of each data sample in the training set. Having performing this stage, the usual 
SVM algorithm can be implemented to obtain the decision function for classification.  
 Formulation for C parameter for the case of imbalance data needs some 
modification according to the following argument:  The Probability to correctly assigning a 
unit sample to the right class i.e., positive or negative classes can be estimated using the 
following conditional probability formulae: P(True) = P(Truepos) + P(Trueneg) = 
P(True|pos)P(pos)+ P(True|neg)P(neg) or wposP(True|pos) + wneg P(True|neg). 
 The SVM Model in (1) used the penalty cost C equally to all data classes, which 
means to assign equal weight of ½ for the two different classes. As a result, the decision 
function tends to classify every unit sample to the majority class (Hur & Weston, 2008). To 
overcome this bias, the weight assignment needs to be changed proportionally according to 
the number of positive and negative membership. If for example the number of negative 
data (n-) is much greater, then the probability of negative misclassification becomes small, 
therefore, the penalty cost on the negative class (C )  should be a small positive number. On 
the contrary, if for example, the number of data to have positive sign (n+) is very small, then 
the probability to occur misclassification for the positive class increases, hence the penalty 
cost for the positive class namely, C+ should be a big positive number, hence equation 
ା݊ାܥ ൌ   is obtained or ି݊ିܥ

ାܥ  ൌ
ష
శ
ିܥ   and   ିܥ ൌ  (4)        . ିܥ	1

5 
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 Applying the weight notation as before to yield: wpos = n-/n+ and wneg =1. It is 
preferable to use only a penalty cost parameter ିܥ instead of both, this is done by 
substituting (5) for the total penalty cost in the second term of the objective function in (1), to 
yield 
 
 ∑ 	ߝ

ష
:ୀூ ൌ ∑ 	ߝ

ష
:ூା ାܥ  ∑ 	ߝ

ష
:ூି  (5)      . ିܥ

 
 By then the objective function for the case of imbalance data is given by (6) 

 ݉݅݊
ଵ

ଶ
ଶ‖ݓ‖ 	 ିܥ ቀ∑

ష
శ
ߝ	  ∑ 	ߝ

ష
		ூି

శ
	ூା ቁ     (6) 

 Based on this result, the primal form of Lagrange Equation can be obtained in the 
same way as before and the dual optimization problem for imbalance SVM model can be 
solved for the same Lagrangian multiplier ߙ imposed by addition for dual constraints as 
follows.  
 0  ߙ  ݕ		 if 	ିܥ ൌ 1 and 0  ߙ  ݕ			݂݅			ାܥ ൌ 	െ1.    (7) 
 Due to the ߙ values for data in positive class which are much bigger than those of 
the negative class, then this enable the hyper plane to be pushed closer to the minority class 
boundary. Hence the improvement for the generalization ability can be expected. Following 
(Luts et al. 2010) (6) can be written in terms of dummy variable vi: 

 ଵ

ଶ
ଶ‖ݓ‖ 	 ିܥ ∑ ߝ	ݒ


ୀଵ 		, where  ݒ ൌ ൝

ష
శ
ൌ ݕ		݆ܽ݇݅													௦ݓ ൌ 1	

1 ൌ ݕ		݆ܽ݇݅																ݓ ൌ 	െ1
  (8) 

 
 From here, based on Equation (8), addition of two feature variables presented as two 
dummy variables can be obtained. According to the class assignments of each unit sample, a 
data sample comes from positive class have the value equals to n-/n+  in the first dummy 
variable,	ݓଵ. While the data sample belong to the negative class will be assigned value 
equals to 1 in the second dummy variable, ݓଶ. As a result, the decision function contains 
two more variables. For the final model which is usually intended to make a forecast for the 
newly known data, xnew = (x1, x2,…, xp) the dummy variables above are not yet known, this 
problem is overcome using a pessimist (or optimistic decision). For pessimist decision, the 
second dummy variable ݔଶ	is assumed to be true and the first dummy variable is false.  
 In summary, based upon a sample of features data presented in vector xi and the 
corresponding labeled value of classification yi, written in the matrix form X = {xi, yi} and a 
radial basis kernel function K, the hyper plane function for classification task based on SVM 
algorithm is obtained by getting the optimal solution for the dual variables ߙ of optimization 
problem (6), to yield the classification decision function as given by Equation (3). Therefore 
the prediction function obtained from the model selection process has the following 
formulation: 

௪ሻ࢞ሺ	ݕ  ൌ ∑൫݊݃݅ݏ ݓ

ୀଵ . ௪ݔ  	ܾ	  .ଶݓ  ଶ൯.     (9)ݔ

 Where b is the constant parameter of the hyper-plane, ݓ is the estimates of the 
vector coefficient of independent variables and ݓଶ is the coefficient estimate of the second 
dummy variable.  
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Figure 2. Flow process diagram for imbalance data SVM model selections.  
 
3.2. Application SVM algorithm for imbalance data 
 The financial data used throughout this analysis was collected from the Web link 
www.jsx.co.id. The sample for the study was drawn from companies whose shares are most 
actively traded which belong to the Jakarta Islamic Index. A purposive sample taken from 
three years periods (2010-2012) of annual financial reports was selected for classification 
purposes. The data set contain n = 142 most active Sharia stocks during year of 2012 in 
Indonesia Stock Market. Based on these Sharia stocks the data from the previous years of 
2011 and 2010 were also included. All the stocks data for all periods must have the six 
independent variable values. The independent variables (feature variables) are based on 
indicator usually used by practitioners in stock market analysis, those are ROE (return on 
equity), DAR (debt to asset ratio), EPS rate of growth, PER (market price to earnings ratio), 
PEG ratio (price to equity ratio divided by EPS) and NPM (net profit margin).  For the purpose 
of carrying out SVM data modeling, first to do is acquiring a method for classifying a 
company as a “good” or “poor” investment choice for a given year. Although there is no 
definitive method for defining a market investment as “good” or “poor,” in this study we use 
a method that is simple but yet objective,  namely, if a company’s stock prices ratio of two 
consecutive periods rose above the predefined market price ratio, it is classified as a 
“good” investment option; otherwise, it is classified as a “poor” investment option. Here the 
dependent variable denoted by y, where the label 1 is assigned to y if the prices ratio of two 
consecutive periods is greater than or equal to 1.50 and -1 if it is lower than 1.50. Hence the 
value y = 1 represents ‘good’ stock and y = -1 represents ‘poor’ stock. The stock analyst can 
assign the y values according to the predefined ratio which meets the targeted expected 
return. 
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Table 1. Estimation result based on the training data on Balance SVM model 
 

Model Objective  
value 

Training 
classification 
accuracy(%) 

Testing 
classification 
Accuracy(%) 

Selected 
parameters 
(coefficients, 
constant) 

Balance SVM -40.56581 
nSV=122,  
nBSV= 30 

95.1613  91.5493 (-290.520 
  0.5406 
 -8.7218 
 46.0478 
 50.5916 
-31.8660, 
 -0.7106) 

Imbalance SVM -43.25200 
nSV=123, 
nBSV=0 Total 
nSV= 123 

100  95.7746  (468.635 
 0.8235 
-16.9536 
 61.5862 
 73.5812 
 -81.6240, 
 -0.5447) 

Balance SVM -40.2605 
nSV=119, 
nBSV= 28 
Total nSV=119 

97.479 94.3662 (-320.181 
  0.3327 
 -3.5436 
  6.2903 
-3.8666 
 -36.4044 
 7.4242 
 -2.0088, 
-0.6895) 

Balance SVM -57.8599 
nSV = 90, 
nBSV = 42 
Total nSV=90 

79.8319  78.2609 (-1.1234 
  -0.1906 
  0.3095 
 -0.1430 
  0.0189 
 -0.3737, 
 -0.7684) 

Imbalance SVM -57.8599 
nSV = 90, 
nBSV= 42, 
Total nSV=90 

79.8319  78.2609 ( -1.1234 
-0.1906 
  0.3095  
 -0.1430 
  0.0189 
-0.3737, 
 -0.7684) 
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 The best parameter and hyper parameter model selection obtained through the 
model selection process which used 10-fold cross validation method. The grid search 
procedure was integrated in the cross validation procedure in order to avoid over-fitting 
model Cawley & Talbot (2010). The model parameters searching was done in the given 
parameter intervals, namely [2-5, 25] for the Radial Basis Function kernel parameter and [1, 
10] interval for penalty cost parameter (C ) searching. Figure 2 depicts the flow process of 
SVM model selection for imbalance data where figure (a) shows the proposed method and 
(b) the basic imbalance SVM model. The SVM classification model selections are carried out 
by running MATLAB script on the LIBSVM interface for several models. The five SVM models 
were including balance and imbalance SVM model implemented on the original data, 
imbalance SVM and imbalance models applied on the normalized features data and the 
balance SVM model implemented on the dummy addition feature variables. The usual 
measures of prediction model performance such as best fit model measurement (Accuracy) is 
used for model evaluation. The summary of the model evaluations interms of: Accuracy, 
value of objective function, number of Support vector (nSV), obtained coefficients and 
constant for the decision function is given in Table 1. 
 

4. EMPIRICAL RESULT AND ANALYSIS 
 
 The weight assignments were according to Equation (5) to give the modified 
objective function for SVM optimization problem. As a result, the constrained Lagrange 
primal optimization formulation can be shown to yield two constraints as follows: 
 0  ߙ  	Cା				if		y ൌ 1, 0  ߙ  	Cି	if		y ൌ െ1     (10) 
 Lagrangian coefficients ߙ come from the minority class are much bigger than does 
come from the majority class. Hence the SVM algorithm can be expected to locate for the 
hyper plane to move closer to the minority class. The proposed dummy variable additions 
prior to the training process, can be expected to yield somehow similar effect. This is 
explained as follows. Assumed there are p feature variables and two dummy variables, 
where the first dummy represents the minority class, say the positive outcome and the 
second dummy represents the majority class, i.e., the negative class. The vectors data x = 
(x1, x2,…, xp, xd1, xd2), containing p feature data and two dummy variables, where 

ௗଵݔ  ൌ ቊ		
ିଵ	ୀݕ			݂݅																	0

ି

ା
						ାଵ	ୀݕ			݂݅															

ௗଶݔ  ,   ൌ ൜		
ିଵ	ୀݕ			݂݅																	1
						ାଵ	ୀݕ			݂݅															0

.   (11) 

 
 By assuming all others p variables to be zeros while the two remaining dummy 
variable values conditional to the class type, then it is possible to allocate the hyper plane to 
close to the ideal one, as the two class move away within the first quadrant, as shown in 
Figure 3. It is important to notice that weight assignment value for both dummy variables 
should not make a difficulty in the resulting coefficient estimates. Since they are dummies 
then their existences should not diminish the important contribution of other indicator 
variables. In order to achieve this expectation, then it is suggested to use lower value for 
xd1<1 while maintaining the proportion ሺݔௗଵ/ݔௗଶሻ to be the same fraction as of n-/n+. It is 
worth to note that the resulting prediction model with the dummy addition variables yield the 
coefficients of optimistic decision and pessimist decision of the stock performance. These are 
given by the coefficient estimates of the first and second dummy variables. If the decision is 
optimistic then the value in the first dummy variable is equal to the weight value set up in 

8 
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the first dummy variable while the other is set to 0. If it represents pessimist decision then 
the first dummy value is set to 0 and the second dummy value is set to the weight value. 

 
 
Figure 3. Separating hyper plane obtained by additions of two dummy variables 
 
 
 LIBSVM software Chang & Lin (2013) accommodates for imbalance data using two 
model parameterizations namely the ‘w1’ and ‘w-1’ flags (Hur &Weston, 2004). But there are 
some notes about how to choose appropriate weight value: 1) How to apply the weight 
values: Some  practitioners suggest using small values less than 1 according to the 
proportion of number of data in the majority class and in the minority class hence there is an 
issue of weight magnitude scaling.  
 2) Based on our experiment; having all the set up parameter being supplied by the 
user, there is no different accuracy results for interchanging the weight assignments in the 
above weight flags.  
 3) The cross validation procedure to obtain the optimal penalty cost parameter 
through the grid search implementation is not efficient since after having obtained them, 
then they are multiplied again with the weights set in the ‘w1’ and ‘w-1’ flags.  
 By using results presented on Table 1, the model evaluation for determining the best 
model was obtained by considering three points:  The objective function’s value of the dual 
optimization problem should be as maximal as possible; the accuracy on the training data 
and testing data should be as maximal as possible. Based on these criterions, the obtained 
scores were as follows: Balance SVM model with dummy variables to have score = 3, 
Imbalance SVM model with score = 2, those all to have same scores =1 were including 
Balance SVM which applied to normalized data set, imbalance SVM model applied on 
normalized data set and Balance SVM model applied on the original data set. 
 Prediction equation for balance model with dummy variable based upon known 
independent variables is obtained according to Equation (9) depending under the optimist or 
pessimist decision. For other prediction models, prediction equation (3) should be used. 
 Observation for the two models highest score models are as follows: For imbalance 
model, it can be seen that the negative coefficients belong to variables: ROE, EPS Ratio and 
NPM while positive coefficients belong to variables: DAR, PE ratio and PEG. For dummy 
balance model, it can be seen that the negative coefficients belong to variables: ROE, EPS 
Ratio, PEG and NPM while positive coefficients belong to variables: DAR and PE ratio. In this 
case,  if DAR and PE ratio are high to some certain levels and ROE, EPS Ratio and NPM are 
low then it is likely to assign the stock to have ‘good’ performance. This result may be 
interpreted that the investors in the sharia stock market tend to value the debt ratio to have 
the positive contribution to the stock performances as well as the high market price paid for 
the earning yielded for each unit stock. 
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5. CONCLUSION 
 
 The proposed method to deal with imbalance data is better than imbalance SVM 
model in terms maximal objective function while for the two other measures, namely Accuracy 
in the training data and testing data are competitive hence this can be expected to help the 
decision process. Moreover, for the proposed technique of imbalance data prediction, the 
analyst can set the targeted price improvement that meets the expectation of return on stock 
investment through the determination of the price ratio of two consecutive periods to consider 
as ‘good’ or ‘poor’ stocks.  It may be observed that six financial ratios namely:  ROE, DAR, EPS 
rate of growth, PER, PEG ratio and NPM can classify companies  up  to  95.7746%  level  of  
accuracy  into  two  categories  (“good”  or “poor”)  based on the predefined growth price 
ratio, which in this case was 1.50. Hence the proposed method can be considered as a 
promising tool for collecting the ‘good’ stocks in a better precision. 
 In this study, the annual data were taken into consideration hence the last known 
annual observations of stock prices were compared with those of the previous year to 
determine the performance. In further studies, data for each three-month period can be 
used, and different criteria can be defined, for evaluating stock performance. This study used 
financial ratios as the only factor affecting share prices, but there may be various other 
economic and management factors that may also influence share’s performances.  
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Appendix 1 

Sample Data Set (142 Observations) 

Code ROE DAR 

EPS 
2010/ 
EPS 2009 

P/E = P/ 
EPS 
2010 PEG NPM Dplus Dmin sign 

ASII 42.65 0.48 1.43 15.38 0.01 11.05 0 0.07 -1 

TLKM 48.21 0.43 1.02 13.9 1.37 16.81 0 0.07 -1 

PGAS 58.14 0.53 1 17.18 40.91 31.57 0 0.07 -1 

SMGR 39.33 0.22 1.09 15.43 0.3 25.33 0 0.07 -1 

ADRO 27.18 0.54 0.51 36.95 -0.55 8.94 0 0.07 -1 

INDF 32.37 0.47 1.42 14.49 0.15 7.69 0 0.07 -1 

BMTR 14.95 0.52 3.09 18.17 1.65 37.96 0.25 0 1 

INTP 32.49 0.15 1.17 18.21 0.14 28.95 0 0.07 -1 

ASRI 14.95 0.52 3.09 18.17 1.65 37.96 0.25 0 1 

ITMG 38.47 0.34 0.58 31.29 -0.03 12.24 0 0.07 -1 

MNCN 21.5 0.34 1.89 17.76 0.71 15.04 0 0.07 -1 

KLBF 32.95 0.18 1.38 25.65 0.73 12.58 0.25 0 1 

EXCL 33.02 0.57 1.69 15.6 0.11 16.56 0 0.07 -1 

JSMR 19.07 0.56 1.2 19.52 0.66 27.26 0 0.07 -1 

AKRA 17.6 0.63 0.94 21.11 -3.79 2.55 0.25 0 1 
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UNVR 112.19 0.53 1.11 37.17 0.83 17.2 0 0.07 -1 

PTBA 40.83 0.26 0.74 26.34 -0.08 25.4 0 0.07 -1 

BSDE 10.8 0.37 0.8 39.96 -7.02 15.92 0 0.07 -1 

LPKR 9.33 0.49 1.08 28.03 15.07 16.81 0 0.07 -1 

LSIP 30.34 0.18 1.46 16.97 0.07 28.76 0 0.07 -1 

CPIN 63.21 0.31 2.75 11.5 0.01 14.66 0 0.07 -1 

BKSL 2.52 0.14 9.16 47.75 23.41 14.76 0.25 0 1 

INCO 34.61 0.23 2.44 12.33 0.05 34.27 0 0.07 -1 

MAPI 18.77 0.6 1.23 22.07 0.99 14.77 0.25 0 1 

ANTM 23.72 0.22 2.79 13.89 0.12 19.25 0 0.07 -1 

INDY 7.93 0.52 1.06 31.81 3.52 20.52 0 0.07 -1 

CMNP 21.52 0.37 4.32 9.13 0.08 39.75 0 0.07 -1 

AALI 41.1 0.15 1.21 20.46 90.54 22.8 0 0.07 -1 

SMCB 16.83 0.35 0.92 18.2 -2.07 13.9 0 0.07 -1 

WIKA 26.27 0.7 1.47 14.23 0.94 4.73 0 0.07 -1 

TSPC 24.17 0.28 1.36 15.71 0.55 9.52 0 0.07 -1 

SCMA 48.54 0.41 1.85 12.94 0.1 27.5 0.25 0 1 

INTA 28.54 0.73 2.22 290.03 2.75 4.53 0 0.07 -1 

TINS 26.82 0.29 3.02 14.59 0.12 11.37 0 0.07 -1 

GJTL 31.77 0.66 0.92 9.64 -0.45 8.43 0 0.07 -1 

SGRO 29.57 0.25 1.6 13.26 0.15 19.54 0 0.07 -1 

MYOR 33.06 0.54 1.3 17.03 0.12 6.7 0 0.07 -1 

HEXA 34.42 0.49 1.36 22.19 0.26 8.39 0 0.07 -1 

MPPA 0.79 0.37 16.37 1.43 0 67.89 0 0.07 -1 

ASGR 33.94 0.52 1.77 7.85 0.21 7.56 0.25 0 1 

BYAN 36.73 0.64 5.44 80.98 0.45 8.47 0 0.07 -1 

DVLA 24.02 0.25 0.77 11.84 -0.39 11.93 0 0.07 -1 

SCBD 17.41 0.27 0.29 13.63 -0.24 6.88 0.25 0 1 

TRAM 12.27 0.42 1.06 51.18 76.38 26.09 0.25 0 1 

BWPT 29.46 0.57 1.45 21.36 1.13 34.2 0 0.07 -1 

JPFA 46.74 0.5 1.18 6.79 0.1 6.87 0 0.07 -1 

TLKM 34.2 0.41 1.34 9.18 0.05 21.53 0 0.07 -1 

UNTR 28.3 0.41 1.35 16.75 0.04 10.65 0 0.07 -1 

PGAS 44.54 0.45 0.99 12.49 -3.99 31.5 0.25 0 1 

SMGR 34.83 0.26 1.09 17.16 0.31 24.18 0.25 0 1 

ADRO 41.05 0.57 2.3 11.17 0.12 14.03 0 0.07 -1 

INDF 20.1 0.41 1.7 8.06 0.03 11.07 0 0.07 -1 

BMTR 4.49 0.36 0.34 70.21 -2.51 12.37 0.25 0.07 1 

INTP 29.92 0.13 1.12 20.05 0.2 25.93 0 0.07 -1 

ASRI 24.08 0.54 2.08 13.64 0.78 43.64 0 0.07 -1 

ITMG 67.54 0.32 2.73 10.21 0 23.15 0 0.07 -1 

MNCN 22.1 0.22 0.54 30.76 -1.27 21.4 0.25 0 1 
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KLBF 30.5 0.21 1.2 33.13 1.33 126.66 0 0.07 -1 

EXCL 28.22 0.56 0.98 13.64 -1.8 15.12 0 0.07 -1 

JSMR 18.68 0.57 1.11 21.6 1.15 26.64 0 0.07 -1 

HRUM 65.18 0.23 2.07 10.82 0.03 23.43 0 0.07 -1 

AKRA 20.7 0.57 1.63 22.59 0.44 2.72 0 0.07 -1 

UNVR 151.45 0.65 1.23 34.45 0.34 17.74 0 0.07 -1 

ENRG 10.8 0.37 2.57 2.94 0.08 36.07 0 0.07 -1 

PTBA 49.71 0.29 1.54 12.97 0.03 0.29 0 0.07 -1 

BSDE 10.8 0.37 2.57 15.57 0.44 36.07 0 0.07 -1 

LPKR 10.47 0.48 1.03 26.28 31.29 13.84 0.25 0 1 

LSIP 35.8 0.14 0.4 7.35 -0.02 44.61 0 0.07 -1 

CPIN 48.06 0.3 0.11 14.93 -0.01 13.16 0.25 0 1 

ICBP 25.63 0.3 1.21 14.68 0.24 10.66 0.25 0 1 

BKSL 3.41 0.13 1.9 60.89 29.56 29.82 0 0.07 -1 

INCO 25.57 0.27 0.77 10.5 -0.12 26.86 0 0.07 -1 

MAPI 27.01 0.59 1.78 23.84 0.25 6.08 0 0.07 -1 

ANTM 23.85 0.29 1.14 8 0.32 18.6 0 0.07 -1 

INDY 7.35 0.58 1.55 9.49 0.12 22.99 0 0.07 -1 

CMNP 17.89 0.32 1.18 9.55 0.35 43.93 0 0.07 -1 

AALI 39.55 0.17 1.24 11.72 38.31 15.61 0 0.07 -1 

SMCB 20.37 0.31 0.76 19.91 -0.47 23.19 0 0.07 -1 

WIKA 28.37 0.73 2.06 9.17 0.27 14.02 0.25 0 1 

TSPC 24.3 0.28 1.2 19.62 0.92 5.19 0 0.07 -1 

SCMA 80 0.4 0.58 28.44 -0.15 10.13 0 0.07 -1 

INTA 31.46 0.86 0.29 10.58 -0.08 39.56 0 0.07 -1 

TINS 27.58 0.3 0.95 8.57 -0.85 4.01 0 0.07 -1 

GJTL 19.31 0.62 1.14 11.05 0.33 10.25 0 0.07 -1 

SGRO 29.7 0.27 1.22 10.23 0.2 7.99 0 0.07 -1 

MYOR 25.84 0.63 1 22.6 68.49 17.49 0 0.07 -1 

HEXA 39.61 0.52 1.62 17.17 0.09 5.12 0 0.07 -1 

MPPA 2.89 0.45 0.02 42.52 -0.04 10.52 0 0.07 -1 

TURI 29.26 0.42 1.2 10.35 1.06 1.35 0.25 0 1 

ASGR 32.7 0.51 1.18 11.01 0.71 3.9 0 0.07 -1 

DVLA 22.85 0.22 1.09 10.66 1.19 15.78 0.25 0 1 

SCBD 4.9 0.25 0.95 37.24 33.25 12.44 0 0.07 -1 

TRAM 10.15 0.71 1.23 74.9 27.14 10.56 0 0.07 -1 

BWPT 30.15 0.6 1.31 11.18 0.59 26.11 0.25 0 1 

JPFA 23.04 0.54 0.68 12.17 -0.08 36.07 0.25 0 1 

TLKM 36.17 0.4 1.19 10.6 0.07 23.84 0 0.07 -1 

UNTR 23.05 0.36 1 13.34 15.16 23.84 0 0.07 -1 

PGAS 48.76 0.4 1.43 14.39 0.13 10.47 0 0.07 -1 

SMGR 34.61 0.32 1.24 23.5 0.14 35.49 0 0.07 -1 
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INDF 15.03 0.42 0.77 13.35 -0.1 12.49 0 0.07 -1 

BMTR 13.56 0.3 6.85 24.87 0.3 10.32 0 0.07 -1 

INTP 32.13 0.15 1.32 18.71 0.06 21.5 0 0.07 -1 

ASRI 28.41 0.57 1.83 10.97 0.39 27.55 0 0.07 -1 

ITMG 58.97 0.33 0.83 12.24 -0.02 49.71 0 0.07 -1 

MNCN 24.13 0.21 3.08 28.14 0.47 17.49 0 0.07 -1 

KLBF 24.12 0.21 0.82 42.47 -1.58 27.78 0 0.07 -1 

EXCL 24.41 0.57 0.97 18.37 -1.76 13.07 0 0.07 -1 

JSMR 17.22 0.59 0.95 29.36 -3.31 13.09 0 0.07 -1 

HRUM 47.54 0.26 0.77 12.03 -0.08 22.55 0 0.07 -1 

AKRA 14.04 0.57 1.15 27.04 1.38 16.86 0 0.07 -1 

UNVR 96.01 0.59 0.88 43.54 -0.65 0.57 0 0.07 -1 

ENRG -0.62 0.5 0.21 63.45 12.82 17.96 0.25 0 1 

PTBA 45.99 0.33 0.74 15.41 -0.04 2.26 0 0.07 -1 

BSDE 10.61 0.37 0.9 21.38 -3.56 34.48 0.25 0 1 

LPKR 9.82 0.51 3.19 12.47 0.23 34.48 0.25 0 1 

LSIP 21.85 0.17 0.54 14.38 -0.1 48.4 0 0.07 -1 

CPIN 39.52 0.32 1.04 29.25 4.63 26.65 0 0.07 -1 

ICBP 20.29 0.31 0.84 26.19 -0.47 15.5 0.25 0 1 

BKSL 4.32 0.19 1.33 32.69 23.02 10.71 0.25 0 1 

INCO 2.28 0.26 0.09 84.05 -0.3 33.2 0 0.07 -1 

MAPI 19.45 0.63 0.8 38.51 -0.9 4.17 0 0.07 -1 

ANTM 7.99 0.38 0.33 19.5 -0.14 5.27 0 0.07 -1 

INDY 4.63 0.56 0.08 7.6 -0.04 8.81 0 0.07 -1 

CMNP 15.77 0.31 0.85 11.13 -0.43 18.79 0.25 0 1 

AALI 37.64 0.25 0.98 13.78 -0.48 6.57 0 0.07 -1 

SMCB 1.97 0.59 0.45 33.46 15.42 21.22 0 0.07 -1 

WIKA 19.3 0.76 1.61 28.82 1.47 0.55 0.25 0 1 

TSPC 20.71 0.28 0.96 29.83 -5.68 4.92 0 0.07 -1 

SCMA 54.81 0.24 0.34 27.3 -0.15 11.61 0 0.07 -1 

TINS 12.43 0.3 5.52 1.56 0 1.53 0 0.07 -1 

GJTL 18.92 0.59 0.72 11.94 -0.16 6.23 0 0.07 -1 

SGRO 13.04 0.34 0.42 24.84 -0.15 7.25 0 0.07 -1 

MYOR 23.48 0.63 1.07 29.7 0.69 10.84 0.25 0 1 

HEXA 26.71 0.61 0.32 18.51 -0.05 6.72 0.25 0 1 

MPPA 2.66 0.45 1.41 37.64 4.23 10.63 0.25 0 1 

TURI 30.87 0.47 1.21 13.52 1.13 2.13 0 0.07 -1 

ASGR 35.84 0.49 1.18 12.3 0.67 3.91 0 0.07 -1 
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